Knowability and No Ability in the Earth and Climate Sciences

ESS 590, ATM 588

Spring '06: JHN 377, Flint-Washburn library, 2.30 Wednesdays


We're sending this email now because we'd like to make a running start on a seminar class/meeting we're planning next quarter. We'd thought of you all as being particularly interested in the topic (and some of you likely to disappear soon from UW). We'd really like to keep the meetings small so that discussions are fluid, but if you think of other good people, do please let them know.

Beginning with somewhat beer-soaked origins, we've recently been trying to think about what makes for a good problem in our field. Why are some questions more tractable than others? How do you identify a good problem in advance? Are there common elements that can be identified in different fields? Apart from a slightly groan-worthy title, what we will do for the class is not very well defined yet.  Some of the specific questions we'd like to ponder:
-Why are some problems and hypotheses more likely to lead to enlightenment (or to the reduction in ignorance), while others are more likely to further obscure the truth? How does one construct a hypothesis that has the intrinsic property of knowability?

-What  are the roles of intuition and experience/deduction in formulating a question that is knowable when it is probed using scientific reasoning?

-When do models build knowledge? What types of models are most influential in shaping the way we think? Are they the same models that keep the scientific invesigation on the pathway to truth?

-How does one avoid working on a problem that "dies when the investigtor dies" (Michelangelo)?

If these questions seem like they'd be interesting to sit around a table and cogitate on, let us know, and one thing we'd like you to start thinking about is a paper, or papers, that you've found to be good examples of elegant approaches to important problems. By starting on this now, we hope to build up a series of case studies we can all explore together and gain from everyone else's experiences and ideas.

It is not clear we will be able to come up with concrete or world-shattering answers, but we do think these are important questions to think about. Attached below are some more thoughts resulting from a mixture of caffeine and hops.

Cheers,

David and Gerard
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Readings 

Week 1 and 2: The Basics: Popper and Kuhn and commentaries

Thornton, Stephen, 2005: “Karl Popper”. In “The Stanford Encyclopedia of Philosophy” Edward Zalta, Ed. (online at http://plato.stanford.edu/entries/popper ).

Bird, Alexander, 2005: “Thomas Kuhn.” In “The Stanford Encyclopedia of Philosophy”, Edward Zalta, Ed.  (online at plato.stanford.edu/archives/spr2005/entries/thomas-kuhn )
Popper, K. “Normal Science and its dangers”. In “Criticism and the Growth of Knowledge”. Ed. Imre Lakatos. Cambridge University Press. 1970 pp 51-58.

Lakatos, Imre. (1970). Excerpts from “Falsification and the methodology of scientific research programmes”. In Criticism and the growth of knowledge (pp. 91-196). Lakatos & A. Musgrave (Eds.), New York: Cambridge University Press.

Published online under the title  “Science as Successful Prediction”, http://www.stephenjaygould.org/ctrl/lakatos_prediction.html
Week 3: 

Brush, Stephen G., 1974: “Should the history of science be rated X?” Science, 183, 1164-72. 

McComas, William F., 1998: The principle elements of the nature of science: dispelling the myths.  In “The Nature of Science in Science Education. W.F. McComas (ed), Pg 53-70.

Feyerbabend, P. Consolations for the specialist. In “Criticism and the Growth of Knowledge”. Ed. Imre Lakatos. Cambridge University Press. 1970. pg 197-229.
Week 4&5 Models and the Complex Polya Checklist:

Levins, Richard, 1966: “The Strategy of Model Building in Population Biology”. American Scientist. Pp 421-431. I recommend reading 421-23, and 430-31 for sure, with the rest being optional. 

Sections 3-5 of “Models in Science”. Frigg, R. and Hartmann, S., 2006. "Models in Science", The Stanford Encyclopedia of Philosophy (Spring 2006 Edition), Edward N. Zalta (ed). Online at plato.stanford.edu/archives/spr2006/entries/models-science 

Polya, G., 1957: "How to Solve It". Princeton University Press, 2nd  ed. An outline of his strategy is found here: www.math.utah .edu/~pa/math/polya.html
Week 6:  Models in Climate Science 

.Lorenz, E.N., 1966: The General Circulation of the Atmosphere. American Scientist, 54, 407-20.

Held, I.M., 2005: The gap between simulation and understanding in climate models. Bull. Amer. Met. Soc., 1609-14. 

Week 7:  Abrupt Climate Change, Part I

Week 8:  Abrupt Climate Change, Part II

Week 9: Complex Polya Checklist for Problem X

Other readings – notes: 

Chapter 5 of “Logik der Forschung (The Logic of Scientific Discovery), by Karl Popper. Springer Verlag, Vienna, 1934. 

Induction vs Hypothesis testing:

“The Problem with Induction”, by David Hume.

How scientific knowledge evolves:

“The Nature and Necessity of Scientific Revolutions” . Chapter 10 of “The Structure of Scientific Revolutions” by Thomas Kuhn. 

Lakatos, I. (1970). Falsification and the methodology of scientific research programmes. In I. Lakatos & A. Musgrave (Eds.), Criticism and the growth of knowledge (pp. 91-196). New York: Cambridge University Press.

Published online under the title  “Science as Successful Preditcion”, http://www.stephenjaygould.org/ctrl/lakatos_prediction.html
Some extra thoughts (made before we started the course);

 What is science? 

A body of knowledge? A process? A culture – an agreement for how to build knowledge? 

Science vs. engineer? Both are problem solvers. 

Is normal science just problem solving – going for the low-hanging fruit. Science provides a methodology for evaluating which of two hypotheses are farther from the truth, and helps illuminate anomalies … 

Popper seems to outline a method for a mature science (or for a well defined system) for getting closer to the truth (the process by which we build knowledge).

Pre-science: perhaps we can’t falsify things, but we are building a body of information to hone hypotheses. What additional 

Pre-science and science both tell stories about how the world works. In the case of science, the stories are analogies based on a knowledge we are reasonably confident (through tests and time) is likely to be on the right track.  

A pre-science tells stories on weaker foundation. For the latter, how do you get closer to the truth? How do you make sure you are systematic way? What is the systematic way? 

Do we do science the way we report science?

Is a mature science hallmarked by theories that are of lower dimensionality than what they are intended to explain. And by theories that make surprising predictions, that can be (and eventually are verified).?

What if we thought of science as a conscious striving to define falsifiable hypothesis? This would include science and a prescience. 

If Kuhn is just reporting on the ‘description’ of changes in understanding, how can you be sure that you are any closer to the truth? What if you have settled into only one attractor / ‘truth well’ , and are still far from the truth? 

Will the same field undergo multiple revolutions where basic understanding is shown to be wrong?

Can a complex system be understood scientifically? 

Climate? Human body? Can you define a system of rules or culture (like the rules for science by popper) that help us move closer to the truth? 
Before we meet: 

   Email students and have them bring papers that were particularly influential to them (or in their discipline)

       -- are their common characteristics in methodology or presentation that make it a particularly powerful or persuasive work? 

Some questions to address: 

   How do you evaluate whether a problem is tactable/doable? 

        -- goal: to minimize the risk of picking an intractable problem.

   Examples of questions that are still out there that are not solvable/knowable.

   Which questions are fundamental (aesthetics)? Which questions are profound (complexity)? And how do we know they are fundamental or profound (as opposed to influential)?

        -- give examples of fundamental/profound questions. Have any fundamental/profound questions been solved?

   Do fundamental/profound questions always lead to principles you can understand? Do they have to lead to something you can explicitly model? 

Contemporary examples 

   Good examples: Origin of Species; Lorenz's 1963 paper: Deterministic nonperiodic flow; Hasselman's 1976 paper; Basic radiation (Eddington?, Tyndall?); Stommel's book "Gulf Stream"; Gaia (?)

   Bad examples: Conveyor Belt; Bergen School; Fractals; Gaia (?)

Format:

   Weekly summary by students (in writing).

What we had in mind before we began the course:

Week 1. The basics Popper,  Kuhn and Lakatos.

Week 2. Levins (1966), Lorenz (1966), Polya(?); readings on the use of Models

Week 3.  Held, McIntyre(?)

Week 4. (possible) case study – ENSO

Week 5. (possible)  case study – Milankovitch

Week 6. (possible) case study – Global Warming

Week 6. (possible) Ocean thermohaline circulation. \

Week 7. (possible) Parameterizations (clouds, ocean mixing)
Excerpts that are particularly good. 

1. From “Popper” Stanford Encyclopedia

scientists are rarely aware of the work of philosophers; it is virtually unprecedented to find them queuing up, as they have done in Popper's case, to testify to the enormously practical beneficial impact which that philosophical work has had upon their own.

as Popper saw it, was that while Einstein's theory was highly ‘risky’, in the sense that it was possible to deduce consequences from it which were, in the light of the then dominant Newtonian physics, highly improbable (e.g. that light is deflected towards solid bodies - confirmed by Eddington's experiments in 1919), and which would, if they turned out to be false, falsify the whole theory, nothing could, even in principle, falsify psychoanalytic theories.

the chief source of strength of psychoanalysis, and the principal basis on which its claim to scientific status is grounded, viz. its capability to accommodate, and explain, every possible form of human behaviour, is in fact a critical weakness, for it entails that it is not, and could not be, genuinely predictive.

These factors combined to make Popper take falsifiability as his criterion for demarcating science from non-science:

As Popper represents it, the central problem in the philosophy of science is that of demarcation, i.e. of distinguishing between science and what he terms ‘non-science’,

Science, like virtually every other human, and indeed organic, activity, Popper believes, consists largely of problem-solving.

Popper, then, repudiates induction, and rejects the view that it is the characteristic method of scientific investigation and inference, and substitutes falsifiability in its place.

‘There is no logical path leading to [the highly universal laws of science]. They can only be reached by intuition, based upon something like an intellectual love of the objects of experience’. Science, in Popper's view, starts with problems rather than with observations - it is, indeed, precisely in the context of grappling with a problem that the scientist makes observations in the first instance: his observations are selectively designed to test the extent to which a given theory functions as a satisfactory solution to a given problem.

On this criterion of demarcation physics, chemistry, and (non-introspective) psychology, amongst others, are sciences, psychoanalysis is a pre-science (i.e. it undoubtedly contains useful and informative truths, but until such time as psychoanalytical theories can be formulated in such a manner as to be falsifiable, they will not attain the status of scientific theories),

For Popper accordingly, the growth of human knowledge proceeds from our problems and from our attempts to solve them. These attempts involve the formulation of theories which, if they are to explain anomalies which exist with respect to earlier theories, must go beyond existing knowledge and therefore require a leap of the imagination.

Popper argues, then, paradoxical as it may sound, the more improbable a theory is the better it is scientifically, because the probability and informative content of a theory vary inversely - the higher the informative content of a theory the lower will be its probability, for the more information a statement contains, the greater will be the number of ways in which it may turn out to be false.

Popper defines the quantitative verisimilitude which a statement ‘a’ possesses by means of a formula:

Vs(a)=CtT(a) - CtF(a),

 where Vs(a) represents the verisimilitude of ‘a’, CtT(a) is a measure of the truth-content of ‘a’, and CtF(a) is a measure of its falsity-content. Scientific progress, in other words, could now be represented as progress towards the truth, and experimental corroboration could be seen an indicator of verisimilitude.

Why should it be possible to predict an eclipse, but not a revolution? Why can we not conceive of a social science which could and would function as the theoretical natural sciences function, and yield precise unconditional predictions in the appropriate sphere of application? These are amongst the questions which Popper seeks to answer, and in doing so, to show that they are based upon a series of misconceptions about the nature of science, and about the relationship between scientific laws and scientific prediction. In the most fundamental sense possible, every event in human history is discrete, novel, quite unique, and ontologically distinct from every other historical event. For this reason, it is impossible in principle that unconditional scientific prophecies could be made in relation to human history - the idea that the successful unconditional prediction of eclipses provides us with reasonable grounds for the hope of successful unconditional prediction regarding the evolution of human history turns out to be based upon a gross misconception, and is quite false.

Popper's final position is that he acknowledges that it is impossible to discriminate science from non-science on the basis of the falsifiability of the scientific statements alone; he recognizes that scientific theories are predictive, and consequently prohibitive, only when taken in conjunction with auxiliary hypotheses, and he also recognizes that readjustment or modification of the latter is an integral part of scientific practice. Hence his final concern is to outline conditions which indicate when such modification is genuinely scientific, and when it is merely ad hoc. This is itself clearly a major alteration in his position, and arguably represents a substantial retraction on his part: Marxism can no longer be dismissed as ‘unscientific’ simply because its advocates preserved the theory from falsification by modifying it (for in general terms, such a procedure, it now transpires, is perfectly respectable scientific practice). It is now condemned as unscientific by Popper because the only rationale for the modifications which were made to the original theory was to ensure that it evaded falsification, and so such modifications were ad hoc, rather than scientific.

From “Kuhn” Stanford Encyclopedia

science enjoys periods of stable growth punctuated by revisionary revolutions, to which he added the controversial ‘incommensurability thesis’, that theories from differing periods suffer from certain deep kinds of failure of comparability.

The central idea of this extraordinarily influential—and controversial—book is that the development of science is driven, in normal periods of science, by adherence to what Kuhn called a ‘paradigm’. The function of a paradigm is to supply puzzles for scientists to solve and to provide the tools for their solution. A crisis in science arises when confidence is lost in the ability of the paradigm to solve particularly worrying puzzles called ‘anomalies’. Crisis is followed by a scientific revolution if the existing paradigm is superseded by a rival. Kuhn claimed that science guided by one paradigm would be ‘incommensurable’ with science developed under a different paradigm, by which is meant that there is no common measure of the different scientific theories. This thesis of incommensurability, developed at the same time by Feyerabend, rules out certain kinds of comparison of the two theories and consequently rejects some traditional views of scientific development, such as the view that later science builds on the knowledge contained within earlier theories, or the view that later theories are closer approximations to the truth than earlier theories.

He claims that normal science can succeed in making progress only if there is a strong commitment by the relevant scientific community to their shared theoretical beliefs, values, instruments and techniques, and even metaphysics. This constellation of shared commitments Kuhn at one point calls a ‘disciplinary matrix’

The most interesting response to crisis will be the search for a revised disciplinary matrix, a revision that will allow for the elimination of at least the most pressing anomalies and optimally the solution of many outstanding and unsolved puzzles.

The phenomenon of Kuhn-loss does, in Kuhn's view, rule out the traditional cumulative picture of progress. The revolutionary search for a replacement paradigm is driven by the failure of the existing paradigm to solve certain important anomalies. Any replacement paradigm had better solve the majority of those puzzles, or it will not be worth adopting in place of the existing paradigm.

For the novel puzzle-solution which crystallizes consensus is regarded and used as a model of exemplary science. In the research tradition it inaugurates, a paradigm-as-exemplar fulfils three functions: (i) it suggests new puzzles; (ii) it suggests approaches to solving those puzzles; (iii) it is the standard by which the quality of a proposed puzzle-solution can be measured

Kuhn's contrasting view is that we judge the quality of a theory (and its treatment of the evidence) by comparing it to a paradigmatic theory. The standards of assessment therefore are not permanent, theory-independent rules. They are not rules, because they involve perceived relations of similarity (of puzzle-solution to a paradigm). They are not theory-independent, since they involve comparison to a (paradigm) theory.

Kuhn (1977, 321-322) identifies five characteristics that provide the shared basis for a choice of theory: 1. accuracy; 2. consistency (both internal and with other relevant currently accepted theories); 3. scope (its consequences should extend beyond the data it is required to explain); 4. simplicity (organizing otherwise confused and isolated phenomena); 5. fruitfulness (for further research).

Criticism:

First, it has been argued that Kuhn's account of the development of science is not entirely accurate. Secondly, critics have attacked Kuhn's notion of incommensurability, arguing that either it does not exist or, if it does exist, it is not a significant problem. Despite this criticism, Kuhn's work has been hugely influential, both within philosophy and outside it. The Structure of Scientific Revolutions was an important stimulus to what has since become known as 'Science Studies', in particular the Sociology of Scientific Knowledge (SSK).

Kuhn's influence outside of professional philosophy of science may have been even greater than it was within it. The social sciences in particular took up Kuhn with enthusiasm. There are primarily two reasons for this. First, Kuhn's picture of science appeared to permit a more liberal conception of what science is than hitherto, one that could be taken to include disciplines such as sociology and psychoanalysis.

Although, he says, the natural sciences involve interpretation just as human and social sciences do, one difference is that hermeneutic re-interpretation, the search for new and deeper intepretations, is the essence of many social scientific enterprises. This contrasts with the natural sciences where an established and unchanging interpretation (e.g. of the heavens) is a pre-condition of normal science. Re-intepretation is the result of a scientific revolution and is typically resisted rather than actively sought. Another reason why regular reinterpretation is part of the human sciences and not the natural sciences is that social and political systems are themselves changing in ways that call for new interpretations, whereas the subject matter of the natural sciences is constant in the relevant respects, permitting a puzzle-solving tradition as well as a standing source of revolution-generating anomalies.
From Poppers’ Normal Science and its dangers”

From Lakatos “science as successful prediction”

1. Week 1

1.1 Invitation to Students

Beginning with somewhat beer-soaked origins, we've recently been trying to think about what makes for a good problem in our field. Why are some questions more tractable than others? How do you identify a good problem in advance? Are there common elements that can be identified in different fields? Apart from a slightly groan-worthy title, what we will do for the class is not very well defined yet.  Some of the specific questions we'd like to ponder:
-Why are some problems and hypotheses more likely to lead to enlightenment (or to the reduction in ignorance), while others are more likely to further obscure the truth? How does one construct a hypothesis that has the intrinsic property of knowability?

-What  are the roles of intuition and experience/deduction in formulating a question that is knowable when it is probed using scientific reasoning?

-When do models build knowledge? What types of models are most influential in shaping the way we think? Are they the same models that keep the scientific invesigation on the pathway to truth?

-How does one avoid working on a problem that "dies when the investigtor dies" (Michelangelo)?

If these questions seem like they'd be interesting to sit around a table and cogitate on, let us know, and one thing we'd like you to start thinking about is a paper, or papers, that you've found to be good examples of elegant approaches to important problems. By starting on this now, we hope to build up a series of case studies we can all explore together and gain from everyone else's experiences and ideas.

It is not clear we will be able to come up with concrete or world-shattering answers, but we do think these are important questions to think about. Attached below are some more thoughts resulting from a mixture of caffeine and hops.

Cheers,

David and Gerard

1.2 Syllabus

11. Introduction

12. Background Material: Popper, Kuhn and Company

13. Background: cont.

14. Background: cont

15. Models and the Complex Polya Checklist

16. Models in Climate Sceince 

17. Abrupt Climate Change, Part I

18. Abrupt Climate Change, Part II

19. A Complex Polya List for Problem X

20. Summary

1.3 Introduction

[image: image1.jpg]Knowability & No Ability:
Some Questions to Address

How do you determine whether a problem is
tractable/doable?

— goal: to minimize the risk of picking an intractable problem.
Can we think of examples of questions (in climate) that are
out there that are not solvable/know able?

— Why do we think they are unsolvable?

‘Which questions are fundamental (aesthetics)? Which
questions are profound (complexity)? And how do we
know they are fundamental or profound (as opposed to
influential)?

— give examples of fundamental/profound questions. Have any

fundamental/profound questions been solved?
Do fundamental/profound questions alw ays lead to
principles you can understand? Do they have to lead to
something you can explicitly model?




[image: image2.jpg]The General Plan:

We start with classical views of how science is done.

Then we examine the the role of models, and discuss how we
“know” (how we build knowledge

Then we look at some case studies to see if we can determine
what makes a good problem and why

Finally we discuss whether there are 'characteristic properties
of a system’, or ‘methodologies to approach a system’, that
make one type of system more knowable' than another type of
system.



[image: image3.jpg]Tenative Syllabus

‘Week 1. The basics: Popper and Kuhn. Lakatos.

Week 2. Levins (1966), Excerpts from “Modelling”, Polya (1966).
iscussion of classic problems (cg, Sun centered Universe, Plate
Tectonics)

‘Week 3. Lorentz, Held, ...

Week 4. (possible) case study — ENSO

Week 5. (possible) case study — Milankovitch
Week 6. (possible) case study — Global Warming
Week 6. (possible) Ocean thermohaline circulation.

Week 7. (possible) Parameterizations (clouds, ocean mixing)

‘Week 9 The search for characteristics of knowable problems:
- MelIntyre(?)
‘Week 10 The search for approaches that lead toward enlightenment
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‘Thomton, Stephen, 2005: “Karl Popper”.In “The Stanford Encyclopedia of Philosophy ™
Edward Zalta, Ed. (online at hip://plato stanford edu/entries/popper ).

Bird, Alexander, 2005: “Thomas Kuhn.” In “The Stanford Encyclopedia of Philosophy™,
Edward Zalta, Ed. (online at plato stanford edu/archives/spr2005/entries/thomas-kuhn )

Popper. K. “Normal Science and its dangers”.In “Criticism and the Growth of
Knowledge”. Ed. Imre Lakatos. Cambridge University Press. 1970 pp 51-58.

Lakatos, Imre. (1970). Excerpts from *Falsification and the methodology of scientific
research programmes”. In Criticism and the growth of knowledge (pp. 91-196). Lakatos
& A. Musgrave (Eds.), New York: Cambridge University Press.

Published online under the title “Science as Successful Prediction”,

hitp://www stephenjavgould org fetrl/lakatos_prediction html

Brush, Stephen G..1974: “Should the history of science be rated X?" Science, 183,
1164-72.
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+ Levins, Richard, 1966: “The Strategy of Model Building in Population
Biology”. American Scientist. Pp 421-431. I recommend reading 421-
23, and 430-31 for sure, with the rest being optional.

+ Sections 3-5 of “Models in Science”. Frigg, R. and Hartmann, S ., 2006.
"Models in Science", The Stanford Encyclopedia of Philosophy
(Spring 2006 Edition), Edward N. Zalta (ed). Online at
plato stanford edu/archives/spr2006/entries/models-science.

« Polya,G..1957: "How to Solve It". Princeton University Press, 2nd
ed. An outline of his strategy is found here:
http://www math.utah .edu/~pa/math/polya.html




[image: image6.jpg]Week 3: Models in Climate

e Lorenz, EN., 1966: The General
Circulation of the Atmosphere. American
Scientist, 54, 407-20.

e Held, I.M., 2005: The gap between
simulation and understanding in climate
models. Bull. Amer. Met. Soc., 1609-14.
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[image: image10.jpg]A cautionary tale from Glaciology (Pollard et al. 2000)

« Can climate models be consistent with the presence of the
ice sheets 21,000 years ago?

Mass balance from
climate models:

P = accumulation
A = ablation
N = net

Lourentide 21k
em/year




[image: image11.jpg]A cautionary tale from Glaciology (Pollard et al. 2000)

« Resulting ice sheets:

So, is this a hard question that needs more work,
or is it just a bad question to be asking?




1.4 Additional Items

2. Week 2 

2.1 The Agenda/Task 

Job for week (week 2)

Remember, please send us some short comments about the readings by Tuesday evening (gerard@ess.washington.edu, david@atmos.washington.edu). Just a sentence or two is absolutely fine (and not an enormous amount more please!!). Don't feel like you have to address all of the questions, or spell correctly. Just send us the top one or two thoughts that struck you about the reading and about the problems.

 The point is to give something to base a class discussion around, and to keep focussed on a particular direction. We'll read and assimilate them before class, and then maybe synthesize them (briefly) at the start of next class to stimulate discussion.

Questions: (with slight editorializing)

 These were the questions we came up with last time. How do the conventional science 'recipes' help or not help us, in our field, deal with these questions?


• 
What does falsifiability mean, practically, in Earth/Climate Sciences?


• 
What about low hanging fruit versus other problems? (are there typical properties that such problems have)?


• 
What about the law of diminshing returns? (i.e., incremental progress from herculean efforts)


• 
How do you know if the fruit is good? (i.e., are simple models always the best models)?


• 
How do we test our hypotheses, and what does it mean? (perhaps when it is a model and not nature, and therefore not 'real')


• 
How do you know how complex you should expect your particular system to be? (can you anticipate the complexity you expect the right answer to have?)


• 
What does 'useful' mean? (perhaps what constitutes a useful answer in our field?)


• 
What does parsimony really mean as a good goal in the messy reality of Earth/Climate Science? 

 Week 2 readings:

Stanford enceylopedia entry on Kuhn (pdf)
 Stanford encyclopedia entry on Popper (pdf)
 Popper responding to Kuhn (pdf)
 Selections of Popper's words (doc)
 Lakatos: Science as a successful prediction (pdf)
Thornton, Stephen, 2005: “Karl Popper”. In “The Stanford Encyclopedia of Philosophy” Edward Zalta, Ed. (online at http://plato.stanford.edu/entries/popper ).

Bird, Alexander, 2005: “Thomas Kuhn.” In “The Stanford Encyclopedia of Philosophy”, Edward Zalta, Ed.  (online at plato.stanford.edu/archives/spr2005/entries/thomas-kuhn )
Popper, K. “Normal Science and its dangers”. In “Criticism and the Growth of Knowledge”. Ed. Imre Lakatos. Cambridge University Press. 1970 pp 51-58.

Lakatos, Imre. (1970). Excerpts from “Falsification and the methodology of scientific research programmes”. In Criticism and the growth of knowledge (pp. 91-196). Lakatos & A. Musgrave (Eds.), New York: Cambridge University Press.

Published online under the title  “Science as Successful Prediction”, http://www.stephenjaygould.org/ctrl/lakatos_prediction.html
2.2 Summary

• 
What is science?


• 
A body of knowledge? A process? A culture – an agreement for how to build knowledge?


• 
Science vs. engineer? Both are problem solvers.


• 
Is normal science just problem solving – going for the low-hanging fruit. Science provides a methodology for evaluating which of two hypotheses are farther from the truth, and helps illuminate anomalies …


• 
Popper seems to outline a method for a mature science (or for a well defined system) for getting closer to the truth (the process by which we build knowledge).


• 
Pre-science: perhaps we can’t falsify things, but we are building a body of information to hone hypotheses. What additional


• 
Pre-science and science both tell stories about how the world works. In the case of science, the stories are analogies based on a knowledge we are reasonably confident (through tests and time) is likely to be on the right track.  


• 
A pre-science tells stories on weaker foundation. For the latter, how do you get closer to the truth? How do you make sure you are systematic way? What is the systematic way?


• 
Do we do science the way we report science?


• 
Is a mature science hallmarked by theories that are of lower dimensionality than what they are intended to explain. And by theories that make surprising predictions, that can be (and eventually are verified).?


• 
What if we thought of science as a conscious striving to define falsifiable hypothesis? This would include science and a prescience.


• 
If Kuhn is just reporting on the ‘description’ of changes in understanding, how can you be sure that you are any closer to the truth? What if you have settled into only one attractor / ‘truth well’ , and are still far from the truth?


• 
Will the same field undergo multiple revolutions where basic understanding is shown to be wrong?


• 
Can a complex system be understood scientifically?


• 
Climate? Human body? Can you define a system of rules or culture (like the rules for science by popper) that help us move closer to the truth?

 Other thoughts about defining and choosing problems:


• 
    The extreme importance of "skeptical enquiry".


• 
    How well defined is the problem in question (and what does that even mean?)?


• 
    The importance of having a problem with a tractable scope. That is, can you anticipate how many things are   you going to need to know in order to understand your problem? Is that realistic?


• 
    How well established is the "background knowledge" you are going to need to use?


• 
    Even if you don't know the solution to a problem, can you lay out a recipe for how you might get there?


• 
    Or can you identify the elements that you expect the solution to have?


• 
    Is it more effective to bound the range of the answer more effectively than actually finding it?


• 
How wrong might I be (Popperist - looking to falsify a theory/result)?


• 
How certain am i (positivist -- looking to confirm a theory)?


• 
Need a Her Majesty's Oposition -- need to have the community have this check and balance mechanism.


• 
need to develop a culture that you are your own devil's advocate


• 
how well does your paper sharpen critical thinking on an issue?


• 
how well did you try to critically assess your contribution?
2.3 In Class Discussion

See summary in section 2.2

inductivism (the view that science proceeds through generalisation from facts recorded in experience)

2.4 Student Comments (delivered prior to class)

From Rei Ueyama

If science develops by the addition of new truths, an increase in the approximation of theories to the truth or by the correction of errors, "great science" is a result of many smaller discoveries.  So why is it that we identify only a selected number of studies as the pioneering study?  

- Is the difference between "normal and "extraordinary" research just a difference in the magnitude of the step from the previous state of knowledge (leap in knowledge)?  

- Or is pioneering science equal to the synthesis of all previous findings?  Being able to translate one theory to another?

- Or is the difference in the way you view a problem (thinking out-of-the-box, questioning assumed knowledge is false)?

Maybe the key is to realize which "anomalies" in a study can be ignored or explained away (trivial detail) and which ones should not be ignored or explained away (lead to "extraordinary" discovery).

Falsifiability & models: How do you test theories on future climate scenarios?  Models seem insufficient.

In atmospheric science, we usually observe something first, and then try to explain that observation.  If so, are the observations we deal with selective and "theory-laden" as Popper says?

Trends & Scientific Law: Trends, themselves, need scientific explanation.  So if we don't fully understand the climate system, we shouldn't be predicting future climate...   It certainly makes sense to try to predict the future, but is climate prediction really the right thing to do?  Are the predictions really useful?  There's a danger of building theories based on uncertain theories that are based on another uncertain theory, etc.

Every theory needs to be tested critically.  But how do we know what is the "critical test" that is appropriate for the problem at hand?

From Michelle K.

Philosophical meanderings are sure dense.

So, as I see it Kuhn v. Popper breaks down in the following way:

Kuhn:

- scientists follow a paradigm

- out to answer a question

- mostly times where trying to bring accepted theory and fact closer

- punctuated by "revolutions", triggered by a crisis (anomalies!)

- old paradigms thrown out and new ones adopted

- scientific knowledge base is not cumulative

- scientists follow this paradigm until the next revolution...

Popper:

- science is defined by being falsifiable

- start with a problem and try to solve it (scientists = problem solvers)

- must do tests to see if one theory better than the other (no induction)

- question background knowledge (it might be flawed)

- theories that better survive applied tests are more "true"

I guess I have issues with how both treat "science". I don't think we can consider all of science like a continuum, to which some set of statements apply. I'm running myself in circles as it always seems like there is some exception (on some level) to their ideological set. Does this then make that set invalid? I don't think so as long as it is established at the appropriate level. The comparison between social and physical science was important and well discussed, though distinctions drawn between different branches of the physical sciences should also be incorporated in these arguments. I suppose I see aspects of both acting at these different levels -- I'm having a hard time reconciling these ideological sets as being largely independent.

In this direction I think even if Kuhn can argue that once a new paradigm is adopted the old is thrown out, I think it would be really difficult to argue that attitudes change as quickly as ideas. Or even if something is falsified by nature doesn't mean that scientists will always accept it.

How can we really define the truth? I'm really uncomfortable with Popper's idea of verisimilutude (almost uncomfortable as I am spelling it). Our knowledge base is always evolving, as is our understanding of "the truth". This gets into the low-hanging fruit thing ... this only makes sense in retrospect. As our understanding evolves so does our ability to ask new (and now seemingly harder) questions. I have been watching this happen in Planetary Science over the past 5 years or so. More data /= more answers! It has been interesting to watch people clutch their old ideologies in the face of new data which doesn't fit or was unexpected; they are (1) not quick to come up with new ideas unlike the old, and (2) really not quick to collectively adopt new ideas that do arise.

I think Lakatos gets into some of these issues. I need to consider this

more and also should stop at this point.

ashevenell@ocean.washington.edu

Date: Tue Apr 4, 2006  2:19:02  PM US/Pacific

To: gerard@ess.washington.edu, david@atmos.washington.edu

Subject: Knowability and climate thoughts

David and Gerard-

Sorry I didn't make it to discussion last week. I was juggling cats.

Here are my thoughts on the readings (mostly tangential and paleoclimate

related). I don't know if this is what you wanted. If not, some of my

musings/pontifications may be useful for future discussions:

Identifying the trigger of abrupt climate change seems to be the Holy

Grail of Quaternary climate science these days. The community has spent

much time and energy diddling around in the North Atlantic trying to find

evidence to support the notion that abrupt Quaternary climate change is

driven by processes occurring in and around the North Atlantic. Few of us

have ventured into the tropics, the Pacific or, the Southern Ocean ("god"-

forbid) to develop and/or test alternative hypotheses. Those who have

often have trouble publishing or getting funding. So:

-Are we likely to advance our understanding of abrupt climate change by

continuing this North Atlantic-centric ("normal" scientific) approach? Is

the puzzle-solving approach valid in Earth Science if we continue to

geographically restrict the boundaries of the puzzle?

-Are we on the edge of a scientific crisis or paradigm shift in the study

of abrupt climate change (e.g. the tropical driver hypothesis, methane

hydrate instability and intermediate waters)? Are the rumblings from

beyond the North Atlantic sufficiently loud to warrant a reassessment of

the background knowledge of abrupt climate change?

-Abrupt climate change: a mature or an immature scientific "field" (this

is not the correct term)?

-Finally, what impact has/will the current funding climate had/have on the

scientific process in Earth Systems Science? Has/Will creativity,

intuition, and innovation been/be shunned in favor of "safe" (editorial

comment: boring) science?  Can we make "progress" or advance understanding

in such a funding climate (no pun intended)? If advancement is possible,

comment on the rate of progress.

Maybe we should discuss punctuated equilibrium vs phyletic gradualism...

in evolutionary theory as well as in the progression of science. It seems

as if both approaches came up in the readings.

And there you have my two potentially uninformed cents.

Amelia

From: michael town <mstown@u.washington.edu>

Date: Tue Apr 4, 2006  3:38:47  PM US/Pacific

To: david@atmos.washington.edu, roe@ess.washington.edu

Subject: knowability

ideas:

1.  what about the development of chaos theory as a case study for us? (James Gleick, Chaos - Making a New Science) is a pretty good book.  it has some passages in it about how people dealt with being confronted with problems for which they had no basis to understand or deal with.  it was a revolution in the kuhnian sense.  gleick seems to imply that these guys followed their intuition (or developed it by playing with numbers and pictures) until they were able to articulate a cohesive idea about their problem.

2.  there must be some middle ground between falsifiable theories (popper) towards a truth and theories that only stand 'true' in the presense of current, popular paradigms.  some ideas of true and false are universal. some needs of a society (which dictates a lot of the direction of society and how results are interpreted) are the same no matter what the era. living/nonliving,alive/dead, on/off, working/broken, ...  huh.  this is harder than i thought.  i didn't get a good sense from the kuhn or popper readings what they thought *truth* was (reality beyond human perception of reality).

enough rambling.

mike

From: Kevin Wood <Kevin.R.Wood@noaa.gov>

Date: Tue Apr 4, 2006  6:00:27  PM US/Pacific

To: David Battisti <david@atmos.washington.edu>, gerard roe <gerard@ess.washington.edu>

Subject: Falsifiability

Reply-To: Kevin.R.Wood@noaa.gov

On falsifiability. The message and warning implicit in the reading is that one cannot build a 'scientific' theory that is based on circular and self-reinforcing logic that is beyond a meaningful (e.g. failable) test. I think it is telling that the examples in the reading are not what we would even consider 'science' today -- and that the recent debate on intelligent design falls into the same category. The part about totalitarianism throws an interesting light on the issue.

And here is an (ellipsized) qoute about simplicity (parsimony) that you might find interesting:

Yet while the scientist must obviously choose the simplest among equivalent or mutually compatible theories, what are his grounds for choosing the simplest among non-equivalent theories that fit the evidence but conflict for non-examined cases? The simplest theory is not the most likely to be true just because the scientist hopes it will be true. ... The attempt to defend [the simplest choice] by arguing that nature usually has obeyed the simplest hypothesis and probably always will is doubly doomed. ... Nature has by no means usually followed the simplest hypothesis ... Nature has, indeed, always obeyed the simplest--and also the most complex--among the theories it has not yet violated. Nothing whatever can be said in support of the assumption that nature will usually follow the simpler theory; and about all anyone can justify by making so utterly unjustifiable an assumption is the suspicion that he is simple-minded.

Goodman (1967). Uniformity and Simplicity. Geo. Soc. of Am. Special Paper 89.

From: Hans Christian

So my questions are:
1)      Do we believe that Kuhn is right when he states that ”frameworks must be lived with and explored before they can be broken”
2)      How has the evolution of climatology evolved: A more steady process of gaining more and more knowledge (Popper) or in a more quantum leap type (Kuhn).
Cheers,
Hans Christian
From: Ken Takahashi <ken@atmos.washington.edu>

Date: Tue Apr 4, 2006  10:09:06  PM US/Pacific

To: gerard roe <gerard@ess.washington.edu>

Cc: David Battisti <david@atmos.washington.edu>

Subject: Re: Knowability

Hi

Here are some thoughts on falsifiability, etc., in earth sciences.

Cheers

Ken

I think that a special feature of our field (atmos & ocean, at least) is that we're pretty sure we know the fundamental equations that control everything and a large part of our work consists in getting insights into the behaviour of the system described by these equations. Our basic problem is that these equations can not be solved, except in rare conditions.

One approach to deal with this, following the tradition of theoretical physics, consists on proposing some simplification of the system (a model) and deducing consequences from it that may then be verified both in that context and in nature. This approach, almost by definition, produces "false" results since it leaves out potentially important processes. However, as long as the theories provide with explanatory power, they won't be dismissed, as lakatos says, until something better comes along.

The other approach is the experimental. This is, on my mind, what makes our field unique. Even though the system we deal with is appallingly complex and messy and irreproducible in a lab, we can simulate it in the computer with good confidence. This is very different from fields like biology or economics, where the "equations of motion" are unknown. It should be possible in principle, with carefully designed experiments, to falsify a hypothesis. However, the complexity of the system might also be invoked in order to explain unsatisfying results (i.e. "other effects are

messing with ours"). As before, as long as the results make the hypothesis plausible and the theory has explanatory power, it might be accepted.

From: Kevin Rennert <rennert@atmos.washington.edu>

Date: Tue Apr 4, 2006  10:09:34  PM US/Pacific

To: gerard roe <gerard@ess.washington.edu>

Cc: David Battisti <david@atmos.washington.edu>

Subject: kuhn and popper

I'm curious if we can define what the fundamentals of our science's disciplinary matrix, in Kuhn's terms, are, and if we can identify both when the 'revolutions' were, and what outstanding anomalies are left that could cause another one. Qiang Fu's work on reconciling the satellite observations eliminated one huge anomaly, what are some that are left that don't fit our 'standard picture' of climate change? Ones that could *really* cause a revolution, not just something that's a refinement on the rate of temperature change, rate of melt, etc.

-kevin

From: David Nicholson <roo2@u.washington.edu>

Date: Wed Apr 5, 2006  12:36:31  AM US/Pacific

To: gerard roe <gerard@ess.washington.edu>

Subject: Re: Knowability readings.

Disorganized, as directed.

does 'climate science' fit the definition of a science?  mature one?

Do we ignore counterevidence until a better theory comes along?  Have any earth science theories been refuted without a better, more comprehensive theory to replace it.

Can we find an example of a Kuhnian 'crisis' and associated leap in climate/earth sci?

Roo

From: "Rob Nicholas" <rnicholas@atmos.washington.edu>

Date: Wed Apr 5, 2006  12:41:00  AM US/Pacific

To: "David Battisti" <david@atmos.washington.edu>, "Gerard Roe" <gerard@ess.washington.edu>

Subject: Re: congratulations

David & Gerard,

First my obligatory random musings, churned up in the the wake of an

over-caffeinated reading of the texts...

Popper and Kuhn both seem to rely heavily on the example of physics in

their philosophy of science, but I found myself thinking quite a bit

about how the geosciences are (or might be?) different and how this

plays out in terms of their propositions, e.g.:

* Some of our models are both enormously complex (perhaps not

understandable by a single person) and known from the outset to be

"false" (use of parametrizations even when basic physics is known) --

does this change the standards for (or even the meaning of)

verification or falsification?

* Does the meaning of "observation" change when so much geophysical

data is collected enmasse and either archived or heavily processed

before ever reaching a human being?  Things like retrieval algorithms

used for satellite measurements seem to muddy the waters -- or are

this just a super-example of "theory-laden observation"?

I've also been thinking about the centrality of "storytelling" in the

geosciences -- particularly in the study of climate.  How do the

stories we tell relate to Kuhn's paradigms?  Do these stories count as

science?  I may want to float this as one of the themes for tomorrow's

discussion.

Finally, to help me think about ways to frame tomorrow's discussion,

could one of you pass along the questions/musings (either raw or

distilled) sent to you by the other folks in the seminar?

Thanks...

Rob

From: justinjw@atmos.washington.edu

Date: Wed Apr 5, 2006  8:17:27  AM US/Pacific

To: "gerard roe" <gerard@ess.washington.edu>

Subject: re: a few buttery, Popper-ey thoughts

Hi Gerard,

Better Nate than lever?

I almost had a few coherent thoughts relating to Popper's stuff, though

I'm pretty sure my caffeine-deprived state isn't going to do it justice.

First, it strikes me that Popper's framework of ground rules for

falsifiability is a powerful one, even if we disagree with his views.  In

other words, I think using his formulation of what science is and isn't

might be practically helpful in terms of providing some structure for our

group discussions???

Next, more to the point of thinking about the content of his argument, I

like his distinction between science and non-science.  Or, maybe more

simply, the "truth" and everything else.  With climate science, I (again)

wonder if what makes a lot of what we do "non-science" is the fact that

our a-priori list of statements containing our hypothesis, the assumptions

under which our hypothesis is valid and the possibilities for errors in

testable "measurements" is painfully long.  Therefore, it seems difficult

at the end of the day / thesis / manuscript to categorize the sources of

error or lapses in the theory?

Just to be controversial, maybe there's some link between the paragraph

above and the fact that we often do "small" studies focused on very

specific environments or phenomena without really understanding the

overarching "controls" or "physics" upon which these subtleties ride? 

Even if you don't buy this argument, would Popper or we have something to

say about the relative merit of climate research of different scales?

Not even really a comment, but I wonder how realistic Popper's ideas about

inductive vs. deductive thinking is in a complex field like climate (with

"observations" from satellite, buoys, models, etc...).  We are not allowed

to try to assimilate these different observations into a coherent

explanation?

My rambles (sorry so terrible--I should've written down my thoughts on the

way through...),

Justin

From: "Meredith G. Hastings" <mhasting@atmos.washington.edu>

Date: Wed Apr 5, 2006  11:34:42  AM US/Pacific

To: Gerard Roe <gerard@ess.washington.edu>, David Battisti <david@atmos.washington.edu>

Subject: comments/questions

Hi Gerard and David --

Sorry to be super late with this...my life is a bit more all over the place than usual lately ...a few random thoughts...

I'm curious what people's reaction in general is to Kuhn's classification of normal science versus revolutionary science. Is "low hanging fruit" = "normal" science? Do you feel like you can classify your science into a particular category/description or do you have a particular framework for your experience in science? Does Popper's assertion that we approach things with a preconceived notion of theory fit within your framework? does it negate the/your scientific method in any way?

haven't finished with Lakatos yet....

-Meredith

3. Week 3: 

3.1 The Agenda/Task 

Job for this week: 

 Let's look at these readings, and continue the discussion of what we want science to mean. Please email us your thoughts by Tuesday evening. 

     

 You're a complete bunch of stars. We made a great start on a very complicated issue. It is probably necessary to wallow in the details for a while, but we do want to get to the point of discussing whether there is something in all of this that can help us find a way to get more efficiently towards the truth in our fields. So lets try and head in that direction.

Readings:

 This week is a little lighter on reading.

 Should the history of science be rated X? Brush. Science, 1974. (pdf)
 Fifteen Myths of science. McComas, 1998. (pdf)
 Models in Science. Stanford Encyclopedia of Philosophy. Frigg, 2006. (pdf)
3.2 Summary

Maybe we should identify what we value in science – what motivates us? . The truth? The search for the truth?   


• 
Can truth only be defined in simpler systems (or subsystems of complex systems)? If for the latter, then you can’t really know there is an absolute, or whether you are close to it, or whether you have just moved further away from it.


• 
If you come up with a theory that predicts something suprising that is later confirmed, shouldn’t that be closer to the truth? If a theory is of a lower dimension compared with the scale of the problems is describeds/informs/solves, then should this be a sign you are closer to the truth?


• 
Physics is where “truth” originates. Perhaps it isn’t possible to find truth beyond the microscale?


• 
Disturbed that we don’t aknowledge/teach that good scientists have ignore evidence that their idea was wrong – that data contradicts it. But Sandy points out that data can be wrong --- or misinterpreted.


• 
Perhaps we should not be after the ‘truth’, but we should be after ‘useful models’


• 
Choice of domain of a problem is almost as important as the question you are asking.


• 
Science:   1. body of knowledge; 2. process of building information; 3. culture (honesty; guarding against ego; self critique; etc) and motivation (understanding).


• 
Honesty is the root of good science.  

 Other thoughts

 Is the following true? Understanding means explaining things which are complicated or numerous in terms of things which are simpler or fewer. Any given piece of work can be divided up into the background knowledge which is assumed and the problem which is tackled. Big progress in understanding can be judged by the difference between the compexity of the phenomena and the  simplicity of the building blocks of that explanation. But it must also be measured by the level of confidence in those building blocks.

 From last time: Induction is creative. Deduction is logical. Both are necessary for moving forward.

 Questions that should be asked at every seminar.

 - how confident are you of your 'background knowledge'?

 - how have you critically evaluated your argument?

 - how wrong might your argument be?

· what would form a critical test that would cause you to reject your argument?

3.2.1  What's so funny about Truth, Love, and Understanding?

Here is a summary of the major well-formed ideas that I was able to take away from last week's class. I got a bit lost during some of the meanders of the discussion, so it is not unlikely that I left some things off. Feel free to add or subtract at will.

We spent a good deal of time pondering the truth. Some believe that the truth is a well defined entity that exists in some metaphysical space, and that it is what we should be striving for a scientists. Others felt that the truth is not a unique concept, and the reference frame, society, or desires of the truth-seeker shape the truth itself. One alternative proposed was the idea that if the truth is not a clear or unique or real target, it might be more productive to work towards moving our theories and understanding as far away from falseness (something we feel we have a better handle on?) as possible. It is unclear if the existence of a single truth, or the gory details of how we define the word, changes the way we do science, but believing that truth is out there make some sleep much better at night.

We appeared to have a relative consensus that the motivation of science is (or should be)  understanding. The more difficult question is determining the best way to effectively strive towards understanding, and how to recognize its form for your question or system of interest. While in some systems (organic chemistry, classical mechanics...) understanding is the sum of a good understanding of the physical forces and laws dominating the sub-systems. On the other hand, complex systems, like the Earth's climate, can be a different beast. In these systems understanding needs to be more than piece-by-piece, and might be centered more around identifying the important interactions between the components, without necessarily attributing causality (ie. ENSO). 

What understanding of a system means is highly sensitive to the question you are asking and the domain you are considering. For instance if your question about climate is “what controls temperature?” and your domain is the Northern hemisphere, 0-2Myrs ago, on 100kyr timescales, what you accept as an understanding of the system will be very different than if you defined your goal some other way. It is likely much more tractable (and meaningful?) to search for understanding in such a constrained way, as just looking for a General Theory of Climate is a bit overwhelming. 

Understanding and the ability to make good predictions do not always accompany each other, and the relationship between the two seems worthy of further thought. 

One way to recognize when we understand something is to look for when we can explain it in terms of simpler theories that we already believe we understand. In this view it becomes more and more important to critically assess the supporting theories with systems of  increasing complexity. Perhaps we can recognize good problems as those that have the potential to be understood in terms of things we already understand. 

A practical point concerns whether the current institutional and cultural setting encourages or discourages work that best advances understanding. Our institutional science machine is currently far from ideal, but how do we fix it?

Our readings pointed out that often great scientists remain loyal to their theories in the face of empirical evidence that should strictly falsify them. However we can not simply think of this as doing dirty science since data are laden with theoretical biases and observational uncertainties, so the true line of falsification is a fuzzy one. 

How we think about science as a process should inform how we teach science. We want to avoid the myth of the cookbook scientific method, but how do we (or do we) train budding minds to make creative leaps and make the subjective/aesthetic judgments that seemed to aid some of the great minds in advancing our understanding? Do we train problem-solvers? revolutionaries? falsifiers? model builders? all/none of the above?

Science(?):

· Goal- Understanding

· Entity- Body of critically examine knowledge, as far from the false (or close to the truth) as we can manage

· Methods- Falsification, Deduction, Induction, Paradigms, Theories, Models

· Traits – Honesty, No ego, Skepticism, Simplicity, Lucidity  

3.3 In Class Discussion

Maybe we should identify what we value in science – what motivates us? . The truth? The search for the truth?   

Can truth only be defined in simpler systems (or subsystems of complex systems)? If for the latter, then you can’t really know there is an absolute, or whether you are close to it, or whether you have just moved further away from it. 

If you come up with a theory that predicts something suprising that is later confirmed, shouldn’t that be closer to the truth? If a theory is of a lower dimension compared with the scale of the problems is describeds/informs/solves, then should this be a sign you are closer to the truth? 

Physics is where “truth” originates. Perhaps it isn’t possible to find truth beyond the microscale?

Disturbed that we don’t aknowledge/teach that good scientists have ignore evidence that their idea was wrong – that data contradicts it. But Sandy points out that data can be wrong --- or misinterpreted. 

Perhaps we should not be after the ‘truth’, but we should be after ‘useful models’

Choice of domain of a problem is almost as important as the question you are asking. 

Science:   1. body of knowledge; 2. process of building information; 3. culture (how; honesty; guarding against ego; ) and motivation (understanding). 

Honesty is the root of good science. Doesn’t imply that you fundamentally believe that truth exists?
3.4 Student Comments (delivered prior to class)

There was a whole lot to chew on in these reading, so I will concentrate

on a bit of what I got out of the Brush reading:

Brush dealt principally with the issues that arise when trying to educate

new scientists using science’s often not-so-pretty history. A dilemma

arises, because history shows that often those we hold up as “good

scientists” don’t practice “proper” scientific methods.

In many of Brush’s examples of this behavior, the scientist does not

abandon their theory when observations contradict it (they seem to be

abandoning Popper’s Falsifyibility).

-When the big-brains (Einstein, Maxwell, …) disregard empirical data in

favor of their favored theory are they truly being subjective and just

appealing to the aesthetics of their conceptualization of the problem or

following their intuition, or is there rational reasoning that gives them

some criteria for when a theory is better than the data?

-In some of these cases an old theory with some refuting observations (or

anomalies to be more gentle) was abandoned for a new one, even though the

new one had more refuting observations (or the old one explained the data

better). Can this be appropriate to do? What if the new theory has more

anomalies but is more far reaching..

-Should we allow grander and more unifying theories to get away with

having more anomalies before we reject them?

-Do we have to work with only one theory/paradigm at a time? Sometimes it

can be more productive to continue thinking about things in multiple ways

while we wait for the data to hash things out better. We can’t run an

experiment with long-term climate change, so we may not be able to

effectively distinguish between two theories until the climate runs its

course. What can we learn by thinking two ways at once?

-What is the best way to facilitate breakthroughs? Is it productive to

teach everyone to be skeptical of the current state of the science, and

willing to break away from current paradigms and perhaps ignore the a few

pesky experiments when they don’t agree with a beautiful theory? Should we

only teach this to a select few, and let everyone else be “problem

solvers”? Should we not teach such methods at all, and just let the

big-brains go there on their own.

justin.

Hi.

here are some late night ramblings.

Ramblings on "explanation" and "causality" in the

context of a complex system:

Expressing an explanation is a linear process, whereas

a particular phenomenon in a complex system might

arise from within and depend fundamentally on the

interplay of many of its components, thus having no

ultimate cause except the nature of the system itself.

We recognize this when we talk about the "chicken and

egg" problem. In this situation, perhaps it is

pointless to try to determine "causality". This might

work only if we can assume the "cause" to proceed

independently from all other components of the system.

In a more typical case, an "explanation" might consist

in highlighting those interactions within the system

that are necessary for the phenomenon to occur (e.g.

air-sea interaction for ENSO). 

Ramblings on a potential theory of climate:

In physics, the search for grand unified theories is

an attempt to reduce all the known laws to

consequences of a more fundamental one, whereas in

earth sciences we know the fundamental equations (e.g.

Navier-Stokes) and we try to get insights on their

consequences. A search for a "theory of climate" is

perhaps like knowing the details of how molecules

interact and trying to discover thermodynamics.

However, in climate, it is not obvious that we can

coarse-grain our models of climate enough that any

such theory becomes insensitive to details. in fact,

one of the characteristics of the climate system is

its high degree of organization and its multiple-scale

interactions. Should we hope for such an overarching

theory or should we look for ad hoc ones tailored to

different situations? 

Cheers

Ken

Still working my way through the models paper, so I'll just respond

briefly to the other two papers...

With the Brush and McComas articles coming to more or less opposite

conclusions about what students should be taught about how science

works, it seems like a more fundamental question ought to be answered:

why do we bother teaching science (to non-scientists) in the first

place?  Why have fine arts majors taking Weather 101 or every

ninth-grader dissecting frogs and crayfish?  A little clarity here

might make the choice between these two points of view a little

clearer.

I found the suggestion of using a deliberately fictionalized history

of science in the classroom pretty disturbing.

What sustains the myths that McComas identifies?  Does someone or some

community stand gain anything through their perpetuation?

Rob N

some ideas:

i like the concept of 'context of discovery' and 'context of justification' in terms of a broad stroke description of the scientific process.  there are elements of this in every project.  too much focus on 'justification' leaves the work dry.  cook book science that does not lead to significant results/break throughs.  too much 'discovery' or creativity without the solid foundation of 'justification' leads to sloppy research that has potential but is not respectable in the end because it has little predictive power.

brush also brings up the idea of honest scientists.  this is important to the scientific method.  it is the foundation of everything, i think.  you have to be able to trust what someone is telling you.  i guess this doesn't really fall under the 'definition of science'.  but it is an essential part of the 'culture of science'.

error in one generation is a neglected truth in another...

scientific myth 16:  scientists know what science is....

mike

Hi Gerard and David,

Overall I like the discussion of the scientific method. Seems that the author also favors "falsifiability" as a way to distinguish science. However I do think it is taken a bit far by stating, "the only truly conclusive knowledge produced by science results when a notion is falsified". I feel like something 'being able to be falsifiable' is different than 'must be falsified'. It seems that the author is suggesting that scientists pose really specific questions in order to obtain results.

Another issue that cuts at how science (most things?) are taught is true

learning vs. memorization. The hardest thing to teach in science is that memorizing science facts doesn't mean you are thinking scientifically. The difficulty is that in some sectors it is necessary (anatomy for example). A bit off topic but Richard Feynman had a great essay on this. He uses the memorization of science facts and lack of true understanding to critique how science often ends up getting done later on (if I remember right). This seems to me an important issue that ties into all the issues relating to falsities of the scientific method as it is taught (or memorized!).

The question of "what is science?" still sits uneasy with me. A few points that come to mind:

- Instead of only being falsifiable, I guess I think of science as trying to answer a question for which the answer is at present unknown, but believed to exist, and can be explained by aspects of the nature which it resides in.

- Can we really classify science as cleanly as we used to, and still expect to? Are there too many scientists attacking too many specific scientific problems that don't lump nicely together?

- I'm not sure if this idea of "pre-science" really gets us anywhere. All sciences were "pre-science" at some point and just because all science isn't at the same state right now doesn't mean it is actually fair to compare them.

Models... I hope we still think they are useful by the end of the quarter, otherwise I might need to switch to comparative literature while I can!

Michelle

So I was thinking:

 

We can pretty easily agree that not all scientists work the same way when they want to prove a theory.

But are there within the climate-scientist society some common methods which the scientists work from – probably not.

Then one should think that within each group say for example the paleo-proxy group there is a common method from which the scientist works from. Are we able to describe this method?

 

Is it possible to make some generalizations of what a scientist from the climate society has to come up with in order to convince his colleagues that his theory is correct?

 

Cheers,

Hans Christian

Week 3

Brush article

Myths of the nature of science

Models in Science

***How do we efficiently strive for the "truth"?

- Have impartiality, logical rigor, followed by experimental verification of hypotheses

- Have skepticism about established dogma ("A genius knows when to break the rules")

Many times, we disregard anomalies as noise.  But what exactly is "noise"?  And how do we decide if we can really ignore "noise" and have confidence that disregarding noise will not change the conclusions made?

A new theory arises that challenges previously made theory.  Both new and old theories have their own inconsistencies (or uncertainties).  When two theories compete for the truth, new theory often gets rejected, rather than the old theory (supposedly because the old theory is more plausible than the new theory.)  But could there be cases where we unconsciously favor the old, existing theory over the new, radical theory just because we like conservative thinking?  Is this habit hard to break?

We are rarely taught uncertainties of ideas in class.  That's understandable for introductory classes, but what about graduate courses?  Students aren't taught to check the validity of information provided in class, which might be a problem...  (some examples include the thermohaline overturning circulation)

- Use models to answer questions in a simplified world

If the end result is good (match reality), but the theory behind the model is uncertain, how reliable is the model?  The model almost becomes the object of study, rather than the question it was made to answer.  This process is also informative.

Rei

From: James Booth <jbooth@atmos.washington.edu>

Date: Wed Apr 12, 2006  12:57:12  AM US/Pacific

To: gerard roe <gerard@ess.washington.edu>

Subject: Week 2 readings

Question related to _Models in Science_

In the last sentence of section 1.3,

'The resulting model then is an interpretation of the general law.'

In this implying that the general law is not a model?, did I miss this connection being drawn elsewhere in the reading?

Also, I like the separation of Aristotelian and Galilean idealizations. Would you say that most models in earth sciences fall in one category?

_Should History of Science be rated X_

He seems to prove that in some cases a subjectivity, or blind faith in a theory was partially responsible for continued study.  For instance,

Maxwell continued to believe-in and study the kinetic theory of gases despite the experimental results that seemed to refute it.  Is it worth looking deeper at the root of this subjectivity? Is that even possible?

Heisenberg's recollection of Einstien's assertion: 'It is the theory which decides what we can observe'  sends my mind into a conspiratorial relm.  Does the math theory lead us to an explanation which must be the one that we observe because the math theory and the observation techniques are both designed by human brains.  This question might be better suited for the templars and National > Enquirer.

Jimmy Booth

4. Week 4:  Models

4.1 The Agenda/Task 

Task:

We'd like to push things towards considering the role of models in building knowledge. From the encyclopedia entry, it is clear that there is an enormous range of different kinds of models. Are these distinctions subtle and important, or an irrelevance for what we typically do? As ever, read, digest, and cogitate. Email cogitations to us please by Tuesday evening.

Readings:

 Levins, strategy of model building in Population biology (pdf)
 Stanford encyclopedia on models, Frigg et al., 2006 (as for last week) (pdf)
 Polya - how to solve it, 1944 (selections) (pdf)
 If you have the time read all of the Polya excerpts, it is a lovely book. The problem-solving dialogue between a teacher and a student is a gem If not enought time, focus on:

 1. the problem solving check list (p. xvii)

 2. part II. How to solve it - a diaglogue (p. 33)

 3. the entries on practial problems (p.149), progress and achievement, (p157), signs of progress, (p178)

4.2 Summary

4.2.1 Week 5 Summary by Roo

This week, we began the transition from more abstract discussions on the nature of the truth to begin to examine the nature of models in science.  Our discussion focused on the ‘Strategy of Model Building in Population Biology’ reading by Levins.  Levins put forth that models can strive for ‘generality,’ ‘precision’ and ‘realism,’ but must sacrifice one of these virtues in order to pursue the other two.  Much of our time defining these terms and investigating how this view of models fits with our experience in our field.  

Generality, we thought, referred to the ability of a model to be applicable to a wide range of situations.  A general model should be a more comprehensive one.  An example we came up with, that sacrifices generality, in favor of precision and realism is a weather forecasting model.  While considering many physical processes and providing detailed predictions, such a model lacks generality because it is only really applicable to the domain of plus or minus a few days, within our current climate regime.  

We defined a model having precision as one with well defined results related to the problem of interest.  A precise model may have a very quantitative result.   Levin’s favored this sort of model, which may give only a qualitative result in the interest of preserving realism and generality.  An example from our field would be a schematic of el nino, which may tell us that we expect things like warmer or colder sea surface temperatures in the eastern tropical Pacific, depending on el nino versus la nina conditions.

A model having the virtue of realism, we decided, should do a good job of reproducing reality.  Such a model should have an accurate representation of the physics essential to the problem at hand.  A box model may be an example that sacrifice realism, by ignoring important physics.  Such models still have the potential to be general and precise. 

After reaching a level of consensus about the definitions of these categories we can use such distinctions in our field.  To do this, we agreed, we cannot separate the model from the research question that we are asking.   Certainly, knowing the type of answer we are looking for (e.g. predict temperature in 2x CO2 world versus understanding underlying physics) will be important for what type of model we choose. (My problem = a nail ( let’s use a hammer).  Furthermore, knowing the limitations of our model, and what virtue it sacrifices, may give us insight into which problems our model may better elucidate (I’ve got a screwdriver ( lets find some screws).  


We also pondered if a model increases in complexity and approaches a ‘perfect model,’ do we have to sacrifice less and less in terms of generality, precision and realism.  This line of discussion leads to the metaphor of a branching tree, where we find ourselves ever higher in the twigs as we try to refine smaller and smaller components of our model.  It becomes easy to loose sight of the trunk and the root of the questions we are asking.  Whether improving these details (e.g. cloud microphysics model) increases our understanding of the big problem (i.e. earth climate system) is an open question.  A related open question is whether a ‘planet in a box’ is a useful goal to strive towards.  In wrapping up, we agreed that a useful next step would to be create a Polya-like list of steps we take in our research. 

4.2.2 Summary notes from in-class discussion

Understanding & prediction

Culture: need to have a sense of self-criticism;  full disclosure

CANT SEPARATE THE MODEL FROM THE PROBLEM. 

Problem ( goal  ( model/tool  (could include many types of models, as defined by Levins). Levins states: “A satisfactory theory comes from a cluster of models”. But how sure can you be that when you glue the submodels together – mathematically or mentally – the model will actually be a good model/theory? 

Model  ( Problem ( goal  (this approach could render the “if I have a hammer, all problems are nails” syndrome); or short ciurcut the though process to define what SET of tools are best for the problem.

[As you refine your tools, are you still working on the initial problem?]

GOALS can be described as (by levins):

1. Generality – wide spread applicability

2. Precision – sacrifices realism for accuracy; quantitative predictions

3. Realism – including all the details

For a given model, you are sacrificing something so gain something else. 

If you started fresh (no models at your disposal), would you use the same models to solve your problem?

Examples we could discuss:

Weather Forecast Model (good example of problem -> goal -> tool)

Testing a hypothesis that comes from collecting paleo data (or any other data). For example, D/O events -> CLIMBER -> hone hypothesis -> is model appropriate, based on what you know? -> next step taken ?

Cloud Resolving Model – 

Parameterizations:

How do you define (what are the elements of) a good problem? What is a “good problem”?

Are there a set of principles that would make research/progress on a complex problem more efficient? 

Can we made a Polya list for a complex problem?  Draw off experience you have on your own experience/problem 

Is it meaningful to break it up a problem in a complex system into smaller problems and trust when you glue it back together (either mathematically, physically or mentally) you are going to be able to solving your problem (closer to truth)? 

4.3 In Class Discussion

See section 4.2

4.4 Student Comments (delivered prior to class)

From: michelle koutnik <mkoutnik@u.washington.edu>

Date: Mon Apr 17, 2006  10:22:32  AM US/Pacific

To: GERARD H ROE <gerard@ess.washington.edu>, David S Battisti <david@atmos.washington.edu>

Subject: morning!

Hi Gerard and David,

So I'm trying to start the week on top of something...

The computer models like most of us are using seem to encompass many aspects of "models" discussed in the reading. Starting with the equations and assumptions put in, this is the base of the model. The setup of the computer model (numerical methods) is another level, and we still have to put in boundary conditions and/or forcing (perhaps from another model). Then, the model is used both to predict the future and to predict things in the past for which we only have indirect measurements. We know that the model is simplified so we select our results.  Are we expecting too much of even the most "state of the art" models?

We rely on these models but what does it tell us if different models of the same physical processes don't agree? What kind of feedbacks result if one model has a simplified ocean and one has a simplified atmosphere -- when is one physical representation more important than another? For example, if we say that it is ok to simplify the oceans won't we only get out information about what we put in? How can we anticipate the unexpected?

I feel pretty good about models if they make a prediction then it turns out that this actually happens. Is there a situation for which we could imagine this in climate science?

"...our truth is the intersection of independent lies" (Levins)

Michelle

From: michael town <mstown@u.washington.edu>

Date: Tue Apr 18, 2006  7:48:52  PM US/Pacific

To: roe@ess.washington.edu, david@atmos.washington.edu

Subject: knowability?

the idea of increasing computer power tempting scientists to utilize it prematurely definitely rings true to me in the context of climate science. this issue is also referenced to in the population biology article.  the question of legitimate and illegitimate simplifications and whether or not science is ready for such simiplifications i think is also related to people delving into ideas that aren't ripe yet just because some technology provides some theoretical potential for answers.  we can't be tempted to bite off more that is proveable (or be fooled into believing an answer that cannot be fully validated because it is so complex that it can't be refuted).

abstraction/generalization of the concepts of models seems to lead to many statements that strike me as common sense.  maybe it is just that we all have a lot of hands on experience with these things.  i think experience is probably the best way to develop the scientific intuition that we are trying to distill here.  hopefully it does not end up being a case of you either have it or you don't.  but i believe that one thing we should focus on is defining a process of developing intuition in young scientists, in addition to describing the characteristics of the 'savant' scientists and the problems they have solved.

the questions listed in 'how to solve it' had a spooky resemblance to the thought processes of steve warren.  particularly 'can you derive the result differently?' and 'can you use the result, or the method, for some other purpose?'  two of his main criteria for validation and worthiness of pursuit of an idea.

Mike

From: Larissa Back <larissa@atmos.washington.edu>

Date: Tue Apr 18, 2006  9:18:32  PM US/Pacific

To: gerard roe <gerard@ess.washington.edu>

Cc: david@atmos.washington.edu

Subject: Re: Know & No ramblings

Thoughts inspired by this weeks reading:

Do our institutional systems reward the sort of progress that Polya 

describes?  The "How to Solve It" he outlines seems very reasonable, given 

you think a problem is tractable and P does acknowledge switching the 

problem around can be key.  However, in some sense he sidesteps the issue 

of how to decide when to give up and how to decide if a problem is doable.  

All of his steps don't seem very meaningful to go through if you don't 

manage to solve a problem- only in retrospect do you know if the steps 

worked, and at that stage they're a moot point.  This ties into our 

discussions about "risk" and the "riskiest" ideas sometimes being the most 

important.

Stepping back a little, it also seems like there is an intrinsic conflict 

between following a "plan" and constantly being "critical" and willing to 

reevaluate your ideas as a young/new scientist.  These values, which we 

agreed a scientist should have imply one should question a "plan", and if 

you're constantly questioning your "plan", how do you ever figure anything 

out?  What role does faith in things you've thought about already, and not 

being open to ideas play in practice?  

From: "Rob Nicholas" <rnicholas@atmos.washington.edu>

Date: Tue Apr 18, 2006  10:37:06  PM US/Pacific

To: "Gerard Roe" <gerard@ess.washington.edu>, "David Battisti" <david@atmos.washington.edu>

Subject: k&na musings

Polya repeatedly asks the question "did you use all of the data?" and

make the point that in "well-stated problems" you should use use all

of the data (p. 182), but this isn't realistic for the problem of

climate (or, more generally, for problems in geophysics).  Way too

much data or missing data are both frequent issues, even in relatively

straightforward problems.  For many circumstances, a more fruitful

approach might be to ask "how little data can I get away with using?".

[In fairness, Polya does mention the problem of too much data with

regard to the dam-building example (p. 152), though he fails to deal

with how one figures out which data are important.]

In any event, specifying a "good" problem strikes me as the real

difficulty -- and Polya (at least in the excerpts) provides no

guidance on this.

Levins's notion of "cluster of models = theory" seems worth exploring,

but it strikes me as inadequate -- with this formulation, couldn't we

say we already have a theory of climate?  What's the extra step?

favorite quote: "This has led many philosophers to argue that there

are no such things as fictional entities..." (Frigg & Hartmann, p. 10)

some terms worth getting clear on: heuristic, ontology, realism

From: Ken Takahashi <ken@atmos.washington.edu>

Date: Tue Apr 18, 2006  10:39:19  PM US/Pacific

To: gerard roe <gerard@ess.washington.edu>

Cc: David Battisti <david@atmos.washington.edu>

Subject: Re: Knowability

Stuff:

- Positivism vs Falsicationism

Aren't we as individuals, if judged by our publications, essentially not behaving as positivists? In the earth sciences, in particular, given the complexity of the system it is likely that any hypothesis we make is false at some level (a "lie", according to Levins). It would be hard for us, as individuals, to move forward if we stick to strict falsificationism and perhaps our own energy is best spent in the "plausible reasoning" of Polya, which might subsequently open new paths for research. The scientific community, however, acts falsificationalisticly (is this a word?) either by testing the consequences of the hypothesis or questioning its assumptions, so we are Popperian in a collective sense anyway.

- Validating models

At the end of the day, how do we know our models represent reality? This is a critical question, particularly in simplified models that have reduced forecasting power (ability to quantitatively predict observables) (e.g. the Copernican system). I think that, in order to keep up with the Popperian ideal, we need to clearly state what aspects of the real world should be adequately represented by the model. Or, in more practical terms, a set of rules should be given for translating real-world observations into model-world variables for validation, and viceversa for model forecasts. A model is usually validated when initially put forward, but its validity should be constantly be checked, particularly when applying beyond the domain for which it was built.

- Intersection of lies

I think that Levins' notion of "robust theorem", for which the "truth is the intersection of independent lies" (models), might be somewhat misleading. I would rephrase this, in a more pedestrian way as, "the result is insensitive to the factors that differentiate the alternative models". This doesn't guarantee that the "theorem" is true, but might mean that there is still an unidentified common characteristic or assumption underlying the alternative models. In this case, "the truth" will be found once this unidentified something is uncovered.

Nice quote:

"Some problems are just too complicated for rational, logical solutions. They admit of insights, not answers."

            Jerome Wiesner (quoted by J. L. Casti in "Complexification")

From: juminder@atmos.washington.edu

Date: Wed Apr 19, 2006  12:19:13  AM US/Pacific

To: "gerard roe" <gerard@ess.washington.edu>

Subject: Know & No summary

a couple of quick thoughts:

I find it hard to extend Polya's signs of progress to the problems we face

in climate. One of his signs was that you are probably doing well if your

solution uses all of the available data. This is certainly not always the

case in complex systems where certain aspects of the system can be quite

unimportant for the question you are asking.

It seemed like a fair bit of what Polya talked about in his "Progress and

Achievement" part was how an individual makes progress in their

understanding of a problem. This can be quite distinct from how an

individual (or group) makes progress in the scientific community's

understanding of a problem. It seems that it can be very productive at

times to follow a path in your research that may not yield truly new

insights, but will make things clearer in your mind. How much time is

appropriate to spend on such endevours?

I think it would be productive if we could come up with some good concrete

examples of classic models in earth/climate and think about how they fit

into the framework of different styles of models.

I liked this:

"The validation of a model is not that it is "true" but that it generates

good testable hypotheses relevant to important problems." - Levins.

justin.

From: David Nicholson <roo2@u.washington.edu>

Date: Wed Apr 19, 2006  12:57:53  AM US/Pacific

To: gerard roe <gerard@ess.washington.edu>

Subject: Know & No comments

Seems that in our field, for Polya’s first step, we often are faced with problems where the data are insufficient to determine the unknown. This necessitates the use of models to allow us to reach useful conclusions. Polya’s method seeks a solution that is ‘complete and correct in each detail.’ When using models we know our solutions are not correct, so it is very important to, at each step, evaluate what assumptions we are making and how this may result in a deviation from the truth.

To what degree can we assume that a model’s ability to accurately predict means that we can increase our understanding of the natural system for which the predictions are made? Do we suffer from “complex but conceptually premature models, involving poorly understood assumptions …many adjustable parameters?”

Of the three model strategies (sacrifice generality for realism and precision…etc) How do you know which method is best suited to answer your question?

Roo

4.5 Miscellaneous Notes

Traits – Honesty, No ego, Skepticism, Simplicity, Lucidity  

Heuristic

(hjrstk)  [irreg. f. Gr. - (stem -) to find, app. after words in -istic from vbs. in -, -IZE; cf. Ger. heuristik, -isch.] 

    A. adj.    a. Serving to find out or discover.

1821 COLERIDGE Let. 8 Jan. (1971) V. 133, I am..getting regularly on with my LOGICin 3 parts..3. Organic or Heuristic (). 1853 N. & Q. I. Ser. VII. 320 Heuristic,..as an English scholar would write it, or Heuristisch, as it would be written by a German. 1860 WHEWELL in Todhunter's Acc. W.'s Wks. (1876) II. 418 If you will not let me treat the Art of Discovery as a kind of Logic, I must take a new name for it, Heuristic, for example. 1877 E. CAIRD Philos. Kant II. xix. 662 The ideas of reason are heuristic not ostensive: they enable us to ask a question, not to give the answer. 1890 J. F. SMITH tr. Pfleiderer's Devel. Theol. IV. i. 321 Its proper place as an heuristic principle in practical sociology. 1955 Sci. Amer. July 72/3 Einstein's 1905 paper, for which (nominally) he had been awarded the Nobel prize, did not contain the word ‘theory’ in the title, but referred instead to considerations from a ‘heuristic viewpoint’. 1967 Listener 28 Sept. 386/2 His [sc. M. McLuhan's] style is jargon-riddenall this talk of ‘heuristic probes’, as if a probe could be anything but heuristic. 1973 N.Y. Times 2 May 36/2 The kind of criticism being written now is looser, more fluid, more ad hoc and heuristic.

    b. Educ. (See quot. 1898.)

1848 [implied in HEURISTICAL a. below]. 1884 in Spec. Rep. Educ. II. 390 in Parl. Papers 1898 (C. 8943) XXIV. 1 The heuristic method is the only method to be applied in the pure sciences; it is the best method in the teaching of the applied sciences. 1898 H. E. ARMSTRONG Ibid., Heuristic methods of teaching are methods which involve our placing students as far as possible in the attitude of the discoverer methods which involve their finding out, instead of merely being told about things. 1959 Chambers's Encycl. VII. 80/2 Science-teaching should always be permeated by a heuristic bias (i.e. methods of investigation must be used whenever possible).

    B. n.

    1. a. = HEURETIC.

1860 ABP. THOMSON Laws Th. §35 (ed. 5) 56 Logic may be regarded as Heuristic, or the Art of Discovering truth. 1945 G. POLYA How to solve It p. vii, The subject of heuristic has manifold connections; mathematicians, logicians, psychologists, educationalists, even philosophers may claim various parts of it. Ibid. 102 The aim of heuristic is to study the methods and rules of discovery and invention. 1957 Proc. Western Joint Computer Conf. XV. 218 (heading) Empirical explorations of the logic theory machine. A case study of heuristic.

    b. A heuristic process or method for attempting the solution of a problem; a rule or item of information used in such a process.

1957 A. NEWELL et al. in Proc. Western Joint Computer Conf. XV. 223 A process that may solve a given problem, but offers no guarantees of doing so, is called a heuristic for that problem. Ibid,. For conciseness, we will use ‘heuristic’ as a noun synonymous with ‘heuristic process’. 1958 IBM Jrnl. Res. & Devel. II. 337/1 For the moment..we shall consider that a heuristic method (or a heuristic, to use the noun form) is a procedure that may lead us by a short cut to the goal we seek or it may lead us down a blind alley. 1962 LEDLEY & WILSON Programming & utilizing Digital Computers viii. 349 Such criteria are called the heuristics of the problem. The field of heuristic programming is concerned with the investigation and understanding of various aspects of heuristics, such as how they are discovered, what kinds there are. 1967 A. BATTERSBY Network Analysis (ed. 2) xii. 192 It would..seem more reasonable to recalculate the float next time (6, 14) was a candidate for limited resources. Some heuristics do this.

4.6 Ontology
Brit. /ntldi/, U.S. /ntldi/  [< post-classical Latin ontologia (1613 in Greek characters in R. Goclenius Lexicon Philosophicum 16) < onto- ONTO- + -logia -LOGY. Cf. French ontologie (1692), German Ontologie (1764 or earlier). Cf. earlier ONTOLOGIC a., ONTOLOGICAL a.

  J. Clauberg (Metaphysica, 1646) suggests post-classical Latin ontologia as an alternative to metaphysica, citing Aristotle's definition of the science at Metaphysics 1005a3, where he describes it as the science or study of being, that which exists, ancient Greek (see ONTO-).] 

    1. a. Philos. The science or study of being; that branch of metaphysics concerned with the nature or essence of being or existence.

1721 N. BAILEY Universal Etymol. Eng. Dict., Ontology, an Account of being in the Abstract. 1776 A. SMITH Inq. Wealth of Nations II. V. i. 354 Subtleties and sophisms..composed the whole of this cobweb science of Ontology, which was likewise sometimes called Metaphysics. a1832 J. BENTHAM Fragment on Ontology in Wks. (1843) VIII. 195 The field of ontology, or as it may otherwise be termed, the field of supremely abstract entities, is a yet untrodden labyrinth. 1865 Reader 8 July 30 We cordially approve and admire,..not least, the signal demolition of Ontology, in the form of the noumenon, or unknowable substratum of matter and mind. 1884 B. BOSANQUET tr. H. Lotze Metaphysic 22 Ontology..as a doctrine of the being and relations of all reality, had precedence given to it over Cosmology and Psychology, the two branches of enquiry which follow the reality into its opposite distinctive forms. 1903 F. C. S. SCHILLER Humanism i. 9 The effect of what Kant called the Copernican revolution in philosophy is that ontology, the theory of Reality, comes to be conditioned by epistemology, the theory of our knowledge. 1960 C. C. GILLISPIE Edge of Objectivity xi. 496 Comte had to..repudiate not only metaphysics but also ontology. Thus would he deprive science of any and every claim to deal with objective reality. 1988 Mind 97 537 To admit that in some sense events exist is not to admit that events as arbitrary objects have any significance for the ontology of causality.

    b. As a count noun: a theory or conception relating to the nature of being. Also in extended use.

1855 A. POTTER Lect. on Evid. Christianity 197 [Rationalism] might do but little harm in..disporting itself with its own fanciful creations..respecting necessity and spontaneity.., quiddities and ontologies. 1888 Mind 13 64 We are ready to admit all the hard things the Comte has said of the old Ontologies. 1909 Philos. Rev. 18 490 Even in the most nihilistic of ontologies the eternal is meant to be functional, not be merely the blank and irrelevant negation of temporality. 1950 Sci. Monthly May 346/2 Today we need new ontologies constructed in the light of what science now tells us about man. 1995 Church Times 3 Nov. 13/4 In trying together prayer and ethics, Barth explores a moral ontology and a moral anthropology in which dependence is not diminishment and resolute action is not self-assertion.

    2. Logic. Chiefly with reference to the work of Stanislaw Leniewski (1886-1939): a system similar in scope to modern predicate logic, which attempts to interpret quantifiers without assuming that anything exists beyond written expressions.

  S. Leniewski first developed this system of ontology in conjunction with the logical systems of mereology and protothetic. Cf. MEREOLOGY n., PROTOTHETIC n.

1938 Jrnl. Symbolic Logic 3 169 There is also included a sketch of Leniewski's ontology or theory of classes. 1955 A. N. PRIOR Formal Logic III. iii. 293 The basis of Leniewski's logic is the ‘protothetic’..and on this he builds two further disciplines called ‘ontology’ and ‘mereology’. 1983 Jrnl. Symbolic Logic 48 522 The proposed Lesniewskian-type ontology for natural language is related via a translation to the Montague grammar of a traditional type.

5. Week 5: Models and the Complex Polya Checklist

5.1 The Agenda/Task 

Hey all,

The discussion this week was really productive. Some questions, notes, and comments are appended below. There were also a ton of really insightful comments people sent in, that we never got to talk about in class. Do check them out (posted on web site) - they are brilliant .

1. After a bit of a glut, we are light on readings for this week. Instead let's try and come up with our equivalent to the Polya 'check list' for tackling problems in climate science and Earth sciences. As several people pointed out, our issues may be as much about choosing the right problem as they are about then proceeding to solve it. Feel free to interpret the task as loosely as you want. If you think it is impossible, explain why.

Please do draw from your own research experiences and fields. And give it plenty of thought.

It will be interesting to see what the areas of overlap and differences are. One goal of the whole class was to explore whether we could identify ways of making our research more efficient in achieving an understanding of messy systems. This exercise is a pretty concrete step in that direction (not to mix metaphors).

Make sure to send everything to David (& me too) - I'll be in Delaware next class.

2. Please also think about what would make for a good case study. We have two papers lined up about the atmospheric general circulation for the week after next. But it'd be great if we can think of two or three more problems that are examples of good (or bad) problems that we can look at to cogitate about what makes them good (or bad). We might pick examples that have been answered, or also, as Justin M suggested, problems that have not yet been answered. Can we apply our check-list (see above!) to get some sense of their tractability? We need to avoid being too exclusive or specialized in these case studies, so it'd be good to come up with lots of possibilities we can pick from.

So no new reading for this week, but we will come back to the following-

Figg - what the heck is a model anyway?

Polya - how to solve it excerpts

Specific questions:-

   1. How do you define (what are the elements of) a good problem? What is a “good problem”?

   2. Are there a set of principles that would make research/progress on a complex problem more efficient?

   3. Can we made a Polya list for a complex problem?  Draw off experience you have on your own experience/problem

   4. Is it meaningful to break it up a problem in a complex system into smaller problems and trust when you glue it back together (either mathematically, physically or mentally) you are going to be able to solving your problem (closer to truth)?

Cheers,

Gerard and David

5.2 Summary

5.2.1 Roo:

Where should I start?  Well, starting with a statement of the problem still sounds like a good idea, as does Visualizing the problem as a whole.  The business about impressing the statement of the problem is some good advice as well.  We don’t want to get ‘lost in the branches.’

Dividing the problem. Identify what knowledge you will need to arrive at a solution for the problem.  What variables/processes must you consider.  You should list these and divide them.  Decide which ones are well known, that you have confidence in.  Decide which ones you are less certain about.  Might these have more than one proposed value? Decide which variables/processes are left unknown.

Examine your formerly aquired knowledge.  What pieces of knowledge are you building your work upon.  What uncertainty does each piece of knowledge have.  Exam this knowledge from all sides.  What assumptions are you making.  What pieces of formerly aquired knowledge are you willing to dispute 

Proceding  Get to work.  It’ll probably take a really, really long time.  Divide your problem into big steps that you can easily relate to your large problem.  Think of the simplest way to model each step, then consider if such simplicity is sufficient.  If it is not, add more complexity.

Looking Back.  So you’ve arrived at an answer.  Well, its wrong.  Ponder how wrong your answer may be.  Do you think it’s a little wrong or way wrong.  What steps in your work add the most ‘wrongness’  can you modify these steps.  Identify what factor limits your ability to approach the truth.  Compare to your previously acquired knowledge.  Can you demonstrate your solution to be less wrong than any established ideas?  Should you modify you’re knowledge base?  Examine all of your assumptions and shortcuts.  To what domain is your solution limited to.

5.2.2 David’s notes (unedited)

1. Statement of the problem: iterate to you get to a question you think you can answer. 

Assess complexity of system. This might create a list of sub-questions, or sub-systems that need to be understood. The process should lead to a clean statement of the problem, and the goals that you have to solve the problem (understanding; realism; reduce uncertainty, etc), and an a priori statement of what it would take for you to be satisfied with the results. 

i) What is the problem? What are your goals? What do you want to learn/predict, etc? Make a plan: 

ii) Understanding the complexity of the system: can a sub-system be defined by medium, temporal scale, spatial scale?

iii) What are the assumptions? What tools/data do you need to solve the subsubsystem questions? What do you require from each of these subsystems (what results are you aiming for?) to move on to the bigger problem? 

iv) What type of result is required from examining each subsystem, such that it makes sense to go the next step and glue the sub-systems together?

2. If you solve all the sub-system questions, how do you know that in gluing them together you will get something sensible (ie, relevant to the big problem you are trying to solve). 

3. Are you looking for a result that narrows down the possibilities, or confirms or falsifies the big question? 

4. What tools do you need to solve the problem? 

5. How much time are you willing/do you have to solve the problem? Is the end result more a statement of a hypothesis, or is it really new knowledge? 

6. Self critique is critical at the end.  Critical evaluation is essential. 

The good problem might be one that has one or more of the following outcomes: 

i) the result makes a surprising prediction that is verified;

ii) the result significantly narrows the possible solutions;

iii) the result reconciles some apparent discrepancies in data/models/etc. 

Science – exploration, hypothesis, evaluation  loop  - > knowledge

5.2.3 More random notes (from David):

 Understanding & prediction

 Culture: need to have a sense of self-criticism;  full disclosure

 CANT SEPARATE THE MODEL FROM THE PROBLEM. 

 Problem  goal   model/tool  (could include many types of models, as defined by Levins). Levins states: “A satisfactory theory comes from a cluster of models”. But how sure can you be that when you glue the submodels together – mathematically or mentally – the model will actually be a good model/theory? 

 Model   Problem  goal  (this approach could render the “if I have a hammer, all problems are nails” syndrome); or short ciurcut the though process to define what SET of tools are best for the problem.

 [As you refine your tools, are you still working on the initial problem?]

 GOALS can be described as (by levins):

 1.    Generality – wide spread applicability

 2.    Precision – sacrifices realism for accuracy; quantitative predictions

 3.    Realism – including all the details

 For a given model, you are sacrificing something to gain something else. 

 If you started fresh (no models at your disposal), would you use the same models to solve your problem?

 Examples of models/problems we can discuss:

 Weather Forecast Model (good example of problem -> goal -> tool)

 Testing a hypothesis that comes from collecting paleo data (or any other data). For example, D/O events -> CLIMBER -> hone hypothesis -> is model appropriate, based on what you know? -> next step taken ?

 Cloud Resolving Model – 

 Parameterizations:

5.3 In Class Discussion

Notes from in class discussion: 

1. Statement of the problem: iterate to you get to a question you think you can answer. 

Assess complexity of system. This might create a list of sub-questions, or sub-systems that need to be understood. The process should lead to a clean statement of the problem, and the goals that you have to solve the problem (understanding; realism; reduce uncertainty, etc), and an a priori statement of what it would take for you to be satisfied with the results. 

v) What is the problem? What are your goals? What do you want to learn/predict, etc? Make a plan: 

vi) Understanding the complexity of the system: can a sub-system be defined by medium, temporal scale, spatial scale?

vii) What are the assumptions? What tools/data do you need to solve the subsubsystem questions? What do you require from each of these subsystems (what results are you aiming for?) to move on to the bigger problem? 

viii) What type of result is required from examining each subsystem, such that it makes sense to go the next step and glue the sub-systems together?

2. If you solve all the sub-system questions, how do you know that in gluing them together you will get something sensible (ie, relevant to the big problem you are trying to solve). 

3. Are you looking for a result that narrows down the possibilities, or confirms or falsifies the big question? 

4. What tools do you need to solve the problem? 

5. How much time are you willing/do you have to solve the problem? Is the end result more a statement of a hypothesis, or is it really new knowledge? 

6. Self critique is critical at the end.  Critical evaluation is essential. 

The good problem might be one that has one or more of the following outcomes: 

iv) the result makes a surprising prediction that is verified;

v) the result significantly narrows the possible solutions;

vi) the result reconciles some apparent discrepancies in data/models/etc. 

Science – exploration, hypothesis, evaluation  loop  - > knowledge

Case studies: (create a poly checklist to solve the big complex problem)

 1. Glacial cycles

 2. Climate Change (“Discovery of Global Warming”)

 3. ENSO future? 

 4. Abrupt climate change  (Meredith, Rob N., Roo  ) How do we know it? How do we have theories and how do we test it? visitor Eric S.

5. Downscaling from large scales to regional scales: worthwhile, how you do it? How do you know if you are making progress (Justin M) 

6.  Greenland ice sheet (history and fate)/large scale ice sheet stability (Michele, Hans Christian) 

7. Ocean thermohaline circulation: 

8.  Re-look at what is considered to be a great problem solved (Evolution; Kevin

9.  Little Ice Age – is it really a globally coordinated phenomenon? (Kevin W)

10. How do we know the Eocene climate (Rob N) – warm high latitudes: how do we know it? 

11. Superstring theory: why do these people study the unknowable? (Ken)

12. Evolution (note that Pacala mentioned that Evolution is the only theory that explains the successes and failures we see. He gives the examples of human knees as something that evolved as a ‘local’ optimal solution via evolution: when quadrapeds all of the sudden went upright, a small change in the biology was required to take the existing knee and make it useful for a biped. BUT that isn’t how you would do it if you started from scratch (the knee is s terrible design for it’s use by the human species). 

Bring in people to have a debate? Read a summary paper (academy report on abrupt climate change) and then bring in someone to critique it. 

Pick one problem and do it for three weeks.

5.4 Student Comments (delivered prior to class)

Mike T

hi guys,

i can't make it to class tomorrow.  i'm in boulder until saturyday.

some ideas for developing research questions/solving them:

generating a problem:

is there a need in society?  is there a reason society hasn't addressed or

solved this problem?  is there something that you don't understand in this need (i.e. is it an engineering problem, a science problem, or a policy probelm)?  do you have the skills/knowledge to address this issue?  if not, can you learn how to solve the problem (i.e. like polya, have you seen the problem before)?  are you motivated to solve the problem?  why hasn't anyone

solved the problem before?  where did others succeed?  where did they

fail?  do you think they failed when they think they succeeded (or vice

versa)?  is this a completely new problem?  is it a mix of a new problem

with aspects of old solved problems?  what assumptions were made in previous work?  can you improve on any of these assumptions?  if so, why (better technology for observing/computing, better theory in existing field, utilization of theory or technology from other field)?

generating a plan ('devising a plan'):

some of the same questions from generating a problem apply here.  i like

the summary of questions in polya for this topic.  i will try not to duplicate anything polya has said.  i think in this stage and the beginning of carrying out your plan it is important to examine the raw data (as raw as you can manage).  in terms of models, it seems like the output can have different levels of 'products' that can lead you astray because of the underlying assumptions and short cuts that may have gone into the product.  some of which may by documented.  some may be undocumented.  in rare cases, there may be assumptions that we didn't know were assumptions (this may lead to the paradigm shifts that we discussed previously).  from my personal experience, satellite retrieval products over snow have been problematic because they are based on poor retreivals of cloud cover.  it is going to take an in depth look at the radiance retrievals (the raw data in this case) to correct their cloud masks (or at least understand where they go wrong).

case study suggestion:

i like the case study of chaos theory.  i think it is a good example of a multi-disciplinary problem (like climate and climate change) that cropped up independently in many different fields.  the successful scientists were the ones that were able to utilitize advances (or even understand them) from other fields.  james gleick's account of the birth of these ideas implies that the people that made the most significant progress towards understanding nonlinear systems were people that played with the data. they experimented with the raw equations/processes until they developed some intuition for it.  they experienced it nonverbally.  then they were able to distill and describe the phenomenon.

Mike

A first, messy stab at a Polya-esque "How To Solve It" for climate problems...

FIRST

[1a] State the problem as clearly as possible -- what question are you

trying to answer?  Is there more than one question?  If so, restate

the problem by breaking it up into separately-answerable questions.

[1b] What are the relevant timescales? Spatial scales?  Can the domain

of the problem be limited spatially or temporally?  Are there other

constraints or conditions that would allow you to limit the scope of

the problem?  Do any of these allow you to further refine the

statement of the problem?

[1c] What data are available?  Which datasets are best -- or least

worst?  Is more data needed to answer your question(s)?

[1d] Do you believe the problem is solvable?  To what extent?

SECOND:

[2a] Has this problem (or any of the sub-questions) been solved

before?  Has a similar problem (say, for a different domain) been

solved before?  How confident are you in these previous solutions? 

Can they be used to solve the current problem or is a new approach

required?  Can you make any reasonable idealizations or approximations

to reduce your problem to one that has been previously solved?

[2b] What are the key sources of variability?  Are these phenomena

well understood?  Do they suggest a possible method for answering your

question(s)?  What tools will you require?

[2c] Outline a plan for solving the problem.

THIRD:

[3a] Carry out your plan for solving the problem.  At each step,

review your work and revisit the first and second stages to further

refine your question(s) and plan for solution.

FOURTH:

[4a] Is the result plausible?  Is it consistent with what we (think

we) know about the climate system?  Are there other ways to answer the

same question(s)?  If so, do these approaches give the same result(s)?

 Can you justify your solution in the face of contradictory solutions

or data?

[4b] Can you use your method/approach to solve another problem?  Does

your solution make  predictions that can be answered with data?

[4c] Does your solution suggest new questions to be answered or

dilemmas to be resolved?

Michelle Koutnik
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Tackling Problems in the Earth/Climate Sciences

Starting from a given problem, at first assuming it is reasonable…

1. Assess the complexity of the problem/system

Is it complex?  Complex systems: 

- exhibit nonlinear behavior; a small perturbation may cause a large effect

- contain feedback loops

- have a history; past states may have a large influence on the present state

- don't have natural boundaries

- are coupled on variable length-scales

If it is a complex system we will have to deal with the following:

- linearization of the problem (i.e. to develop a numerical solution)

- initial condition

- boundary conditions

- individual representation of coupled pieces

- introduction of expectations to constrain the solution

- assumptions made to simplify governing system equations

Can this non-linear system really be broken down into a sum of linearized parts?

Is there a way to quantify what dominates the problem, and therefore should be captured most “realistically” in the simulation?

What are the implications/shortcomings of possible answers to the posed problem?

2.  Collect background knowledge

Knowledge necessary to understand how the problem could be solved.

- context (what is the bigger picture?)

- relevant data

- necessary tools

- theory behind necessary tools (i.e. numerical methods for computer code)

- related/past work

- desirable collaborations

3. Begin work on the problem

Likely limited by envisioning the entirety of the problem, it is worth trying to start rather than over-plan for something that can’t be anticipated.

- play with tools, try known problems to make sure everything is understood

- outline assumptions

- talk to collaborators or others working on similar problems or related pieces

- understand the base level of the problem; if there is a model involved, what can it do in its most simple form?

4. Reassess feasibility of the problem

Is the problem, as first posed, still seem reasonably solvable?

- list what can’t be captured with tools and resources available

- make necessary changes or try to do better at step 2, or reframe the problem completely

5. Clearly define the desired solution

What kind of result is expected? When will the problem be considered “solved”? Outline steps to deal with adversity in the face of over-ambition.

- what is the physical nature of the result (numerical calculation, qualitative description of a process, etc.)

- if other people are involved, what will they contribute? Are results dependent on the completed work of others?

- determine a reasonable timeline for achieving the sought solution

6. Work hard for awhile and get some results

- check back in with responses to above steps (reality) once in awhile

- get feedback from collaborators

- if setup a step-by-step solution, keep track of what has been accomplished

7. Check it over

Should be checking methodology all along. Now check implications of solution compared to established work.

- what is new? How does it compare to what was already “known”?

- consider error bars on the solution

- discuss with others in the field (present at conferences, etc.)

7. Finished?

Write-up the work and “archive” for the future.

Not really sure what this means in science. However, I think keeping an organized and detailed record of the work done is really important. Once it is published then it can be dredged up by anyone, at anytime in the future!

- keep good notes on exactly what was done (if there is code, make a manual or comment incessantly)

- carefully consider how and where to publish the work

From Ken: 

I can think of two extreme types of research questions:

1- I have a hammer, what nails are there around? i.e. we have a

   methodology and look for a problem that is tractable using

   that methodology (e.g. Farrell and non-modal growth).

2- I have a question, which could be of the kind children make, i.e.

   deep, plain obvious, but maybe not one our current methodological

   framework is able of giving a straight answer to (e.g. what drives the

   Hadley circulation?). This requires developing new knowledge, not just

   with respect to the answer, but also wrt methodology.

I guess we could call question "good" if

1- it addresses an issue labelled as "interesting" in our cultural

   environment.

2- we have a hunch of what the answer should look like

3- we have an idea (or gut feeling) about how to frame the question in a

   way that is tractable within the limitations of our knowledge/brain

   power.

In present times, giving our funding environment, "good" should probably include having a relatively short timeframe, but I think that this would be a sad reason for not pursuing something we believe is interesting. So, I don't include it.

Wrt the Polya check-list, climate science is probably within the category of "practical problems". Let's take as our goal to be devising a "theory of climate". However, we soon realise we have to be more specific and decide to aim for the development of a low-dimensional theory of what controls the mean equator-to-pole surface temperature gradient (dT) on earth. This theory should predict changes in dT given changes in

external parameters like the solar "constant" or volcanic emissions of greenhouse gases.

-Unknowns: By defining our unknown as dT we've narrowed the focus of our attention a very specific item. Our paper would probably show plots of dT as function of other variables. We could've as easily decided to focus something else related, like "magnitude of meridional energy transport" or "heat engine-efficiency of the climate system". Why choose dT? Probably

because we, as living beings, directly experience temperature. It may well be that dT is not the quantity that most powerfully summarizes the way the climate system behaves and that we're headed to a dead end. But then, how could we possibly know what this ideal quantity would be?

-Conditions: i.e. domain of applicability of our theory. For example, a 1-D energy balance model might be fine for explaining snowball earth (I'm not saying it is), but would be useless for predicting climate change within the next 100 years. When we decided to look for a "low-dimensional theory", we also restricted the domain of applicability of our theory.

-What is the relevant data? let's assume we have atmospheric, oceanic and ice "reanalysis" for the last million years or so and that our theory is based on a 1D energy balance model. Obviously, there will be much more data in the real system than in our low-dimensional theory. To be able to validate our theory we need to be able to map the real-world into our low-dimensional-world. We might directly calculate dT but, how do we deal with the building up of continental ice sheets? Besides their effect on albedo, they will affect the atmospheric circulation and there is no "continental ice sheet" parameter in the model. We'll probably end up putting one such parameter into the model. The point is, the mapping between reality and model-world is not obvious and, therefore, the treatment of relevant data becomes a tricky issue.

Case study: I've already brought this one up a bunch of times so, once more: superstring theory. This is a good story of people going out on a limb in the pursuit of a theory they 'feel' is right and who can only hope that someday it might be verified. Note that Einstein spent his last years on a similar quest. What drives this people? Is the question they're trying to answer "good"? Are they "scientific"? What is the role of "falsification" in this search?

From Justin M. 

Here are some vague notions about picking, problems and tools, and assessing progress.

Solving problems is still a bit beyond me...

Picking a Problem

· What is the system that I am interested in? What is it a subsystem of?

· What is my question? 

· What larger questions does my question help to address? Does it stand alone? How meaningful is this question for the larger questions I care about?

· What domain am I asking this question over? (in term of time, space, frequency ...)

· What type of answer do (should) I want to attain? (Probabilistic, deterministic, bounds, phenomenological ...)

· What is the level of knowability of this problem? Is trying to find the knowability a good question in and of itself? (ie. predictability issues)

· Where are the holes in my understanding?

· What type of observations are available (or can I make) that are relevant to my question?

· What type of models are available (or can I build) that are relevant to my question?

· Can the available models give meaningful and useful information about the aspect of the system I am interested in?

· Can the available observations give meaningful and useful information about the aspect of the system I am interested in?

· What prior knowledge is there that could shed light upon my question? How much will I be dependent upon that knowledge? What is the quality of that knowledge?

· Is there an analogous solved problem that I can steal methods from?

· Can this problem be approached by isolating components of the system to understand them and then piecing them back together? Is the core of this problem understanding one of the pieces or understanding the interactions between the pieces? Do I know?

· Does there appear to be potential that I can understand this problem in terms of a combination of simpler concepts that I (or somebody) already have a good grasp on? 

· Does this problem promise to fit in with existing paradigms, or is it likely an anomaly that requires a tweaking of the paradigms, or a revolution.

· Do I have hypotheses or just questions? If I have hypotheses, are they falsifiable (by the available data and models)?

· Why do I care about this question? What is my motivation? Am I being honest with myself and others?

Picking your Tools

· What type of model can help me to test my hypotheses, or address my questions?

· What combination(s) of precision, generality, and realism do I need to address my question?

· What model structures get me these?

· How simple of a model can I use to get at what I care about?

· For a particular model:

· What are the assumptions and approximations used? How good are they for what I care about?

· What are the uncertainties associated with this model (numerical, theoretical ...)

· In what sense is this a model of the system I care about (scale, analogy, simplified ...) ?

· What aspects of the system do I hope this model will represent? How can (or can) these aspects be related to an understanding of the full system? Can I understand this relation?

· Build or understand the pieces of the model (denotation).

· How can I meaningfully relate my models to each other and the real system to get a better understanding?

· What level and what type of agreement do I need to think I am right? What level of disagreement will I take as an indication that I am wrong?

· How much should I let observations and other models effect how I setup and use each of my models? (is tunning productive?)

· What type of observations can help me to test my hypotheses and models, or address my questions?

· What combination(s) of precision and domain of observations do I need? (case studies, long climatologies, detailed physics...)

· For a particular observation:

· How do the observations come about?

· What assumptions and theory are tied up in the observation?

· How do I model the observed data (running means, EOFs, curve fitting...)? How is this limiting or helpful?

· Can my observations be verified by another means?

· How can my observations be used to test, improve, or understand my models? How can they be used to address questions and falsify hypotheses?

Solving It

Assessing Progress

· What important processes/ interactions have I identified/understood? What else do I need to understand?

· What new do I know? What knowledge am I no longer sure of?

· Do I have new questions? Should I address these with my current models/data? with new models/data? at all?

· Do I stay with my core questions or do I branch out into subsidiary questions? Which ones are more tractable/important/useful? 

· Is it time to declare victory/defeat?

· Is my question still a good one?

· Can I check my results against other work, observations, models? Can I arrive at the same results differently?

· How much has my work narrowed the uncertainty about my problem?

· Can my methods be applied to other problems?

· How do my results fit into the larger context? (broader problems, applications, society)

Gerard, David -

Well, I may not have understood what you wanted exactly. What I have done is to put a problem that I am currently interested in into a 'Polya Checklist.' It may be too simplistic.

The underlying question relates to number four on the list. Once you've broken up and simplified a complex problem have you also removed or neglected (missing) information that is key to reassembly (i.e. interpretation)? This issue may explain why historical observations and present interpretations sometimes appear inconsistent.

Sorry for the lateness. 

- Kevin

 From Gerard:

Polya checklist for a messy world:

Notes:

It is inevitable that for the most part, we deal with small pieces of a bigger question, so a huge part of the task is in defining the work to do, and being clear about why it fits into the bigger picture

Progress means understanding complex (or many) things in terms of simpler (or fewer) things.

An attitude of ‘skeptical enquiry’ must, eventually, be applied to all scientific research. There may well be intervals of time where an argument is constructed or ‘assembled’, during which it may be convenient or necessary to assume it is true and to explore the consequences But if the argument never gets critically tested, then fundamentally the work is not scientific. Building in mechanisms and tests for the argument to get challenged along the way ought to be seen as a very positive aspect of a piece of work.

Contributions that are not skeptical in attitude ought to clearly acknowledge the fact, or face severe criticism.

I think that what is below sort of operates best at a stage of trying to understand an already established set of observations. I am not sure how to fit exploratory work into this. When observations are unclear, there is a hazier phase of gathering as much data as possible, maybe predicated on some vaguer ideas. This ‘playing’ or ‘flailing’ seems necessary in order to set the stage for the kind of theorizing outlined below. Perhaps we accept this softer, less definite, process as part of science, but require that in order for something to be regarded as being understood, it must at some point progress to a more rigorous stage of ‘skeptical enquiry’. 

Hmmm, the more I think about it, the more this element of constructing an idea or model seems important in what goes on in science. Modeling building (be it digital, on paper, in the lab or field) is an integral part of the process. Maybe part of the problem is that we typically stop too early. For many of us, this part can be the most fun and frankly, creative, part of the process. But by not going further to testing (or evaluating) the models we cannot formally make any claims as to the truth or success of the model.

Define the problem.

The big problem 

Is there a clear statement of the big question? Is it a good big question? Identify the reasons why there is (or isn’t) confidence that the big question is tractable.

Can you imagine what the solution might look like for the big problem?

What kind of answers might be possible?  Be clear on whether you are trying to find an exact answer or are you trying to bound the range in which the right answer lies? 

Lay out alternative recipes (or ‘routes’) to the solution to the big problem. Can you identify a series of steps that might lead to a solution? 

What are there crucial steps in this chain? Are there any steps that are ‘deal breakers’, that they seem hopelessly complex or that no critical test can be defined? If so, either pick a different big problem, or pick a different set of steps to the solution.

Is there a clear sense that the solution to the bigger problem will arise from combing the understanding gained about the smaller problems? If not, either pick a different big problem, or pick a different set of steps to the solution.

Identify a smaller piece of the problem.

Search for a smaller piece of the problem that feels ‘right’ – arising from a combined sense of the tractability of the smaller problem and its importance for the big problem.

How does the smaller piece challenge the prevailing understanding of the big problem, or is it going to be mainly comfirmatory of (i.e., a positivist take on) existing ideas. 

Is it clear that this smaller piece is essential for the bigger problem? If not, search for a different small question.

To what degree is the smaller problem a critical evaluation of an existing idea? Are you prepared to (can you) state your critieria in advance for what will constitute a failure?

What is the most precise statement of the smaller question? What is the most precise statement of the background knowledge that will be assumed, and what is the level of confidence that can be attached to it? It is tremendously important to clearly lay out the foundations of the work that will be done. In doing this, the path to the solution of the smaller piece will be clearest.

What is the goal of this work? Are you trying to simulate nature? Are you trying to achieve a theoretical understanding? These goals are different and typically are contradictory. 

Plan the solution.

Think about this smaller piece. Think hard about it. Drink beer and coffee with your mates until you get an idea about it. Can you frame this idea as a potentially falsifiable idea?  

In tackling this smaller problem are you critically evaluating something, or are you building a case in favour of your idea? Either can be productive, but the process should be clear.

Choose the model will you use to tackle your problem. Clearly state the trade-offs you are making between generality, precision, and reality.

Define clearly the meaning of your combined model and problem. Are you trying to represent reality? Are you learning lessons from a toy model? Are you making deliberate distortions of nature to enhance understanding? Are your goals and the model you are using commensurate with each other

Is the model the simplest one appropriate for the thing you want to understand?

If it is more complicated than necessary, how might those complications constrain/affect the understanding?

“One of the worst possible outcomes of a simulation is the right answer, for if you know you have left something out of your model,  it means that what you have included is incorrect”

“People don’t understand the world, but they want to. So they build a model of it. Then they have two things they don’t understand”

T.H. Huxley "That great tragedy of science: the slaying of a beautiful hypothesis by an ugly fact"

Follow the plan.

Are there any surprises from the model? How do those surprises challenge existing understanding.

Articulate clearly the implications of what has been done. How has the initial idea been confirmed or 

Did the work done answer a different question from the one you began with? Is that question useful?

Review the solution and plan for the next step

Might a different model produce a different answer? How does that affect the interpretation of the answer.

Do you trust your answer? Under what circumstances can you conceive of a difference answer? If you can define an opposite answer, is that remotely possible, or is it only a questions of degrees.

Give the best possible statement of the understanding achieved, given the clarity of the answer achieved for the smaller problem, its importance for the big question, and the level of confidence in the background knowledge.

Don’t exaggerate the relevance of the what has been done. There is value in having solved

The Complex Polya List – Synthesis from discussion and all our lists 

Statement of the big problem:

Is there a clear statement of the big question? Is it a good big question? Identify the reasons why there is (or isn’t) confidence that the big question is tractable.

a. You should think hard and critically to construct a clear statement of the problem, and the goals that you have in solving the problem (understanding; realism; reduce uncertainty, etc), and to make an a priori statement of what it would take for you to be satisfied with the results.

Why do I care about this question? What is my motivation? Am I being honest with myself and others?

What is the problem? Is there more than one question? If so, restate the problem by breaking it up into separately-answerable questions or subproblems. 

Do I have hypotheses or just questions? If I have hypotheses, are they falsifiable (by the available data and models)?

What are your goals? What do you want to learn/predict, etc? What is the goal of this work? Are you trying to simulate nature? Are you trying to achieve a theoretical understanding? These goals are different and typically are contradictory. 

Iterate on your initial problem statement until to you get to a question you think you can answer. 

Are you looking for a result that narrows down the possibilities, or confirms or falsifies the big question? 

Will the end result be more a statement of a hypothesis, or will it really build new knowledge? 

Does there appear to be potential that I can understand this problem in terms of a combination of simpler concepts that I (or somebody) already have a good grasp on? 

A good problem might be one that has one or more of the following outcomes: 

· the result makes a surprising prediction that is verified;

· the result significantly narrows the possible solutions;

· the result reconciles some apparent discrepancies in data/models/etc. 

2. Assess complexity of system. 

This might create a list of sub-questions, or sub-systems that need to be understood.

a. Understanding the complexity of the system: can a sub-system be defined by medium? By temporal scale? By spatial scale?

b. Can you imagine what the solution might look like for the big problem? What kind of answers might be possible?  Be clear on whether you are trying to find an exact answer or are you trying to bound the range in which the right answer lies? 

3. Make a plan

a. Have other people attempted to solve the same or a related problem? What was their approach and why did it fail? What prior knowledge is there that could shed light upon my question? How much will I be dependent upon that knowledge? What is the quality of that knowledge?

b. Is there an analogous solved problem that I can steal methods from?

c. Lay out alternative recipes (or ‘routes’) to the solution to the big problem. Can you identify a series of steps that might lead to a solution? 

d. Can this problem be approached by isolating components of the system or by defining subproblems or a smaller piece of the big problem, then understanding these components/subproblems, and then piecing them back together? What are there crucial steps in this chain? Are there any steps that are ‘deal breakers’, that they seem hopelessly complex or that no critical test can be defined? If so, either pick a different big problem, or pick a different set of steps to the solution.

e. Is the core of this problem understanding one of the pieces or understanding the interactions between the pieces? Do I know?

4. Defining the smaller subproblems:

In determining the smaller problem/subproblems, ask yourself the following:

a. Does the smaller piece of the problem feel ‘right’? (Is it clear the smaller problem is tractable and it is importance for the big problem?)

b. Does the smaller piece challenge the prevailing understanding of the big problem, or is it going to be mainly comfirmatory of (i.e., a positivist take on) existing ideas. 

c. Is it clear that this smaller piece is essential for the bigger problem? If not, search for a different small question.

d. To what degree is the smaller problem a critical evaluation of an existing idea? Are you prepared to (can you) state your critieria in advance for what will constitute a failure?

e. What is the most precise statement of the smaller question? What is the most precise statement of the background knowledge that will be assumed, and what is the level of confidence that can be attached to it? It is tremendously important to clearly lay out the foundations of the work that will be done. In doing this, the path to the solution of the smaller piece will be clearest.

f. Revisit your problem statement and goals. Is the problem solvable? Does your plan address the problem and will you achieve your goals if you follow your plan? Do you have the skills to solve the problem?

g. How much time will be required to solve the problem? … to solve each of the subproblems? How much time are you willing to put in (or can you afford) to solve the problem? 

h. If you solve all the sub-system questions, how do you know that in gluing them together you will get something sensible (ie, relevant to the big problem you are trying to solve). Is there a clear sense that the solution to the bigger problem will arise from combing the understanding gained about the smaller problems? If not, either pick a different big problem, or pick a different set of steps to the solution.

5. Plan the solution for the subproblems: 

a. Think about this smaller piece. Think hard about it. Drink beer and coffee with your mates until you get an idea about it. Can you frame this idea as a potentially falsifiable idea?  

b. In tackling this smaller problem are you critically evaluating something, or are you building a case in favour of your idea? Either can be productive, but the process should be clear.

c. What tools (model, data, theory, etc) are needed to solve each of the subsystem questions? Clearly state the trade-offs you are making between generality, precision, and reality.

d. Define clearly the meaning of your combined model and problem. Are you trying to represent reality? Are you learning lessons from a toy model? Are you making deliberate distortions of nature to enhance understanding? Are your goals and the model you are using commensurate with each other?

e. Is the model the simplest one appropriate for the thing you want to understand? If it is more complicated than necessary, how might those complications constrain/affect the understanding?

f. For each subsystem question, what are the assumptions? What are the uncertainties? Do you need key collaborators from outside your expertise to solve one or more subsystem problem? What do you require from each of these subsystems (what results are you aiming for?) to move on to the bigger problem? 

g. What type of result is required from examining each subsystem, such that it makes sense to go the next step and glue the sub-systems together?

6. Assess the results:
a. Are the results plausible? Are there any surprises from the model? How do those surprises challenge existing understanding? Are they consistent with what we know (about the climate system)?
b. Might a different model produce a different answer? How does that affect the interpretation of the answer?

c. Do you trust your answer? Under what circumstances can you conceive of a difference answer? If you can define an opposite answer, is that remotely possible, or is it only a questions of degrees.

d. Give the best possible statement of the understanding achieved, given the clarity of the answer achieved for the smaller problem, its importance for the big question, and the level of confidence in the background knowledge.
e. Articulate clearly the implications of what has been done. How has the initial idea been confirmed? What is new? Does your solution suggest new questions to be answered or dilemmas to be resolved? 
f. Did the work done answer a different question from the one you began with? Is that question useful?

g. Go to the next subproblem ….

7.  Putting the pieces together:

       Need something here. 

8. Self-critique is critical at the end.  Critical evaluation is essential. 

a. An attitude of ‘skeptical enquiry’ must, eventually, be applied to all scientific research. There may well be intervals of time where an argument is constructed or ‘assembled’, during which it may be convenient or necessary to assume it is true and to explore the consequences But if the argument never gets critically tested, then fundamentally the work is not scientific. Building in mechanisms and tests for the argument to get challenged along the way ought to be seen as a very positive aspect of a piece of work.

b. Contributions that are not skeptical in attitude ought to clearly acknowledge the fact, or face severe criticism.

6. Week 6: Models in Climate Science

6.1 The Agenda/Task 

6.2 Summary

6.2.1 David’s Notes: 

Lorenz: 

· Search for a theory of climate. Says he doesn’t know if it such a thing exists. 

· Then he goes through a bit of the history: Hadley -> secondary circulations and maintenance of the midlatitude circulations -> tropics and angular momentum constraints for a refined “Hadley circulation”. These are all subproblems that were solved. 

· Can you glue the answers to the subproblems together to come up with a theory of climate? Lorenz says that doing this does not give us a theory of climate because you still have to explain why the eddies do the work they do (in midlatudes and the tropics). What is lacking … is a real physical into the mechanism through which the troughs and ridges acquire their typical orientations.” A true theory would explain this too, and it would answer whether there were fundamentally different regimes that are also possible. 

Held:

· We have comprehensive models.

· These high-end models are of great practical value – mainly simulating and predicting (weather forecasting, estimating the basic response to doubling of CO2, etc). They need to be as realistic as possible.

· Argues that there is no value in using these models for elegant problems (ie, for understanding). 

· These models (and thus their results) are inevitably (and usually quickly) replaced by increasingly comprehensive models. Hence, these models and the results from them become obsolete quickly. They are abandoned for more comprehensive models

· We have idealized models.

· These models are used for understanding: developing knowledge and intuition. They should be elegant – only as comprehensive as they need to be: they require a certain level of realism so they can be used to confront the comprehensive models, but not so much to be too difficult to use. An example of a bad model would be CLIMBER (as applied to the THC hypothesis for D/O events) – the processes thought to be important are exactly those that are most unrealistic in the model. 

· These ‘models’ are of lasting value (“elegance and lasting value are correlated”) – because they build understanding/knowledge (one goal). 

· Also argues that it is only through these models that we will be able to build more realistic comprehensive models (a different goal). 

· Argues that there are too many of these models that are not used enough and used enough by larger groups of people to make them truly valuable, and the models that do exist are not often used to confront the comprehensive models.

· The utility of these models is – for some people – difficult to see (this includes our peers and people at funding agencies).

· Isaac argues that climate science has not been good at making the link between idealized models and comprehensive models.

· As a result, the lessons learned w/ idealized models are not often evaluated wrt the comprehensive models.

· “Without the solid foundation provided by the careful study of appropriate model hierarchies, there is a danger that we will be faced with a babel of modeling results that we cannot, in any satisfying way, relate to one another.”

· Isaac also states that, to the extent you can pull a problem apart and understand it from the bottom-up (ie, from understanding the pieces), “reductive model development strategy is without a doubt appropriate and efficient”. But – “we are today far from being able to construct out comprehensive models in this systematic fashion.” 

· The value of holistic understanding (through idealized models) for comprehensive “model development is in making this process more informed and less random, and thereby, more efficient.” Without this systematic approach, we are ‘engineering’ our models – is, all we can hope to do is build comprehensive models for simulation. 

· Knowledge (understanding) stems only from the idealized models – including conceptual models – allows us to relate the results from one comprehensive model to the other (which is what the xMIPs are all about). Thus, it allows us to have a more informed way of moving forward in model development. 

· Isaac argues for more comprehensive models.

· Contrast the results between them for developing hypotheses for the differences, and then evaluating these hypotheses using idealized models.

· Note: Isaac’s frustration and perspective is very much shaped by his environment and interests: he is in charge of model development at GFDL; the goal of this group is comprehensive simulation.
6.2.2 Justin’s Summary: 

Knowability Summary, May 10th 2006

1) Quick discussion of Held and Lorenz

It seemed there was a general sense that both Lorenz and Held were trying to get at the question of how well our current scientific approach treats the fundamental uncertainties in our field.  They both have a slightly different description of the gap between understanding and "the truth."

Held seems to advocate for a deliberate and elegant heirarchy of models appropriately designed to answer the big scientific questions we have. Someone suggested he might also advocate for a targeted and agreed-upon approach within the community to address our collective questions.  Held asks a rhetorical question about whether recent scientific effort has significantly or at all narrowed the uncertainty.

Lorenz might say that something more fundamental than missteps in our approach may limit our understanding.  In the case of chaotic systems, Lorenz describes a mathematical limit to the predictability of weather, without strictly constructing a model of the system.  This kind of insight could serve as a guide for directing research priorities--if one set of problems is fundamentally unknowable, would be be better off spending our effort elsewhere?

2) Some essential elements of the Polya approach

In discussing the aspects of the Polya approach, I've tried to (probably artificially) organize the comments people gave into three admittedly overlapping categories, those relating to the structure of the problem selected, those relating to the process involved in working through a scientific question and those having to do with limitations to the Polya approach.

In terms of the structure of problems selected, we discussed the relative merits of a broad conceptual design versus a more "building block" approach based on distinct sets of fundamental understanding.  To the extent we select sub-problems to get at larger problems, the group felt it important to regularly reassess the possible contribution of a sub-problem answer the the "big question."  Whenever you shift or create a new sub-problem, this reassessment should be possible.

Problem selection can also value setting up your question in such a way that it can be probed by a skeptical audience in important and meaningful ways.  Building in space for this can help to promote deeper understanding.  Finally, there may be loose, but workable distinctions between good big and good small problems--good big problems could be composed of many small parts that are tractable.  There was some disagreement over whether or not to consider the relevance of these questions, considering this comes at a cost of properly assessing value.  Good small problems are those which we can a priori tell we will be able to make meaningful progress on.

There was some sense that the process of working through a problem might be better informed by a Polya-style approach.  Would approaching a question through Polya-tinged lenses avoid lost effort when a bit of deliberation would've made you realize the answer was there all along? If your problem lends itself well to the highly structured and organized Polya approach, does that mean you've ambled onto a good problem?  Is there some flexibility in the Polya approach to build a scientific groundwork upon which other, more fundamental, insight may in the future lie?  These are all questions we might like to know.

Finally, there was some recognition that there are limitations to how much Poly-ana research we can realistically pursue.  Institutional constraints, the research funding environment, and current research directions that might provide traction all influence the sphere of available questions.  Some bright person mentioned that building flexibility into the exploration of a topic is therefore fundamental to advances in understanding.

3) Abrupt Climate Change: An application of Polya (and everything else)

The first question asked in shifting to our case study of Abrupt Climate Change was, "What is the PROBLEM?"  There were a lot of nodding heads after this, so I guess the general consensus was that this was a poorly-posed problem as it stood.

We then received the suggestion of, "What is abrupt climate change?" and then structured a set of increasing detailed questions including: a) How rapidly can climate change?, b) How rapidly can climate / isotope ratios change at Summit, Greenland?, c1) How <what are the mechanisms> does climate / isotope ratio change at Summit, Greenland?, and c2) Were climate / isotope changes at Summit coherent with changes in the region (e.g., were the same abrupt climate changes noted at Dye3, NorthGRIP and Camp Century?  What about in the North Atlantic)?   All this was constructed as a mock exercise in how to structure and evaluate a heirarchy of questions.

Many specific definitions would be required in answering any of the above questions, including definitions of climate, climate change, abrupt climate change, regime shifts, space scales, and time scales. Discussing these definitions openly can help us honestly interpret the strengths and weaknesses in the link between our problem and the big question we hope to address.

If we adopted such an approach, we should be mindful of the most efficient course of action given the current lay of the land and the "hammers" at our disposal.  We should question whether the data is of sufficient quality or quantity to be able to meaningfully contribute. We should also question whether the models are of an appropriate design to be able to comment.  Will the result of our investigation into the sub-problem therefore be noteworthy?

6.2.3 Jimmy’s Summary:

Here are the notes I took for the discussion.  David’s notes were more than sufficient, and there is some overlap in these or places where I point to his notes.   But; since I wrote these down, I thought that I would share them.

**The focus of the discussion was the Isaac Held paper:  The Gap between Simulation and Understanding in Climate Modeling.

*We also decided to focus on just one case study.  The topic will be decided in vote over email.

*We also wanted to continue to make additions and modifications to the Polya list, if you have any comments send them to the whole group.

___

Held asks:  How do we decide which models to focus on?

He defines elegant models as those which are idealized enough that they can be understandable, but also realistic or at least provide results that are relevant to the simulation models.

--

What direction should you build a simple model; from the bottom up or from the complex down?  [This is a question/topic that has come up frequently in the discussions.   The answer might depend on what question the model is meant to address]

As computer power increased, the field should have progressed upwards gradually through different levels of complexity, but it did not.  Why?

Changes in climate models occur based on:  (1) what the deficiencies are.  (2) who wants to work on the deficiencies.

MIPS-see David’s notes

-when models give the wrong answers for different reasons, MIPS can be misleading.

-model comparisons are often results driven, this can lead to “group think” processes rather than a wide range of methods to solve a problem.

Held seems to say that high-end models are only good for prediction and simulation, do we agree with that?  No!  Mike Town-Yes!

Return to the discussion of Held’ elegant models.  Such models are difficult to create.  

What are simple systems:  pieces of a complex system or idealizations that explain the big picture while decreasing the complexity.

-0-

If a model run is physically implausible, is it useful?  Yes.  Such models can help in the understanding of the behavior of the model.  Yes.  Sometimes these runs can give hints.

-0-

What is the value of the Lorenz equation?  (1) It gives us a language for discussing climate (regimes, bifurcations etc).  (2)It offers insight into the role of S.I.C.  sensitivity of initial conditions.

(3) It might give insight into the feedbacks of nonlinearity.  –Maybe, but climate science has explained a lot using linearity.

True-but the understanding the non-linearity is the next step.

But if a system is highly non-linear, what is the point in looking at simpler or linear models (from a climate perspective).  –thinking nonlinearly is hard.  We use simple models because we can think about the,.

-0-

Isaac’s job is to create the next generation of simulation model.  He seems to be frustrated because he wants the climate community to work together to make it easier to know how to improve the simulations. E.g. there are a lot of toy models that have not helped to build understanding.

Held would like a systematic approach to using simple models, an iterative method by which simple model research feeds back on simulation models.

-0-

There is another part to his definition of  ‘elegance’: the model must be general, usable, accessible.

-0-

Obstacles: which model to choose?  Which pieces of a complex problem to we focus on?

Having focused efforts is good, but it should not come at the expense of every other piece of climate science research.

-0- 

Should the goal of climate science be driven by simulation models, or is this Isaac’s focus currently, since its his job?

Making simple models more accessible would be an easy improvement.

Key side note:  simple models do not need to be software, they can be ideas.

6.3 In Class Discussion

Comments on Held:

There are a lot of simple models because they are used for a lot of different purposes. 

As tools/machines/data advance, you should re-evaluate your problem to see how you can move further along in understanding. 

Use of MIPS: 

· Sometimes the results are simply tuning. [Individual models are tuned to observations.]

· Sometimes the MIPS result in the identification of systematic biases. 

Isaac’s hypothesis/model for improving comprehensive models. Build elegant model to understand and this knowledge will give a more efficient path to improving the comprehensive models.  Problems: 

· are you sure the idealized models relevant to the real world?

· Are the results of the idealized models used to confront the models? Why or why not? 

· Is the enterprise too difuse to progress efficiently in the skill of simulation and in building knowledge of the system (ie, constructing a theory of climate)? 

· Should all simple models be designed to confront the comprehensive models? 

· Simple models can be used to understand, or to constrain ….

· Simple models can be used to shape, define, articulate ideas …

To move the modeling progress forward, do you need new administrative or programmatic elements or incentives for scientists? 

Building knowledge using this give and take approach with comprehensive models and conceptual models is time consuming and people intensive. How can you afford to do it, in practice? 

Perhaps all conceptual models should have disclaimer statements and honest assessments of limitations/potential show-stoppers…

If you have only a few conceptual models that are going to be the research horses, then who defines what these models will look like? 

Isn’t it important to test simple models against each other? 

6.4 Student Comments (delivered prior to class)

Mike Town 

held:

I completely agree with the idea of a model hierarchy.  Models of intermediate complexity are definitely lacking.  More models at the high complexity end are needed, but I think that more high end models is not necessarily the main issue there.

When building these top end models I feel like the design is insestuous. What I mean is that these high end models are all built with the more or less the same assumptions.  This seems to be a completely practical symptom of the problem of building a complicated model with limited resources.  Thus, comparisons between model results to determine the 'uncertainty' in present day model completely ignores the fact that all these guys are likely building models based on the same assumptions.  It is erroneous to treat these models as a true distribution of thought.

People that think significantly differently from the mainstream modelers will likely have trouble getting funded to build a competing model because their proposals will be reviewed by mainstream modelers. This heads off the much of the 'distribution' in the model output at the pass.  I'm sure that the review process is worthwhile here, but I feel that there is a certain amount of peer pressure to jump on board with some ideas rather than pursuing others.

I suppose this is where a model of intermediate complexity would be useful in proving that one assumption or other in a higher end model may be questionable.  Thus, proving the need for a top end model of new structure.

Of course, I'm not a modeler, so this is an outsider's view of the situation.

It is my impression that Held's view of how biology developed it's intermediate models is a little simplified.  I think that biologist go through the same growing pains of picking test cases that Held feels is holding atmospheric sciences back.  There are many different options in biology to choose from (plant, animal, reproduction rate, genome complexity, ...).  At least meteorologists have to spend less effort keeping their models alive.  But biologists have an inherent humility in their scientific culture which allows them to swallow their pride for a bit and test some ideas on a simple plant that they think should apply to corn or soy.  It is a respect and understanding of the complexity of the problem.

Lorenz:

This is a great lesson on how to determine whether a problem has been proven or not.  This gave me more ideas for my 'how to solve it: complex problems' list.  did you prove that your theory is the only explanation, or does your theory just fit the data?  is your theory only a mathematical explanation (a translation into another language) or does it include a physical explanation?

It seems like the ideas of stability and instability, attractors, etc... from chaos science are pretty crucial for us to address a theory of climate.  Why one stable situation and not another.  Where do the regime shifts/bifurcations happen?  What triggers a shift?  Why is the trigger as large as it is?

mike

%%%%%%%%%%%%%%

Ken:

Jessep: You want answers?

Kaffee: I think I'm entitled to them.

J: You want answers?

K: I want the truth!

J: You can't handle the truth!      (yet???)

             A few good men (1994)

To some extent, I think that this is what Held is telling us. He implies that our knowledge about the climate system is not mature enough to handle the full complexity of the real system, so that it would probably be more profitable to really understand a much simpler system (e.g. the 2-layer model) and hope that what is learnt from it can be used to build an understanding for the more complex system. As he points out, biologists are fortunate in that evolution provided a natural hierarchy of complex systems, with the more complex systems built on top of simpler ones. In climate sciences we try to reverse-engineer the man to get the fly, and there's no obvious way of determining what is superfluous and what essential for understanding a particular aspect. Of course, we can not strip a man of all his complexity and still call him a man. Therefore, any simpler model will have a limited applicability and is only meaningful in the context of the specific question being addressed.

But Held goes beyond that. He advocates the selection of just a few simple models, on which a scientific community would be focused. This is in contrast to creating short-lived models that serve to support an idea and are then discarded. I think that the underlying issue is: should our immediate * object of study * be the full climate system or an idealized system on its own right, which may or may not correspond to nature? An extreme and illustrating example of the latter is Lorenz's butterfly system, whose study may have been used to build a theory of weather predicatability, yet at no point we claim that this system is a model for weather. This kind of studies, in which we develop ways of thinking about problems rather than actually solving real-life problems is probably the necessary first step for dealing with complex systems. The question would then shift from "how can I simplify my real-world system in order to make it manageable without affecting its representativeness?" (emphasizing realism) to "what system is simple enough to be tractable but that has the potential of exhibiting behaviour as rich as the real thing?" (emphasizing elegance).

%%%%%%%%%%%%%%

Larissa:

Thoughts from this weeks readings:

Lorenz directly goes over the interaction of theoretical versus 

observational ways to look at critical aspects of earths circulation.  40 

years later, there is still something of this divide in how atmospheric 

science can be viewed and/or presented to different audiences.  In my 

commentary I am going to focus on Held, since he "steps back" more and is 

more general about what the role of theory should be.  

Fundamentally, Held is making the argument that simpler models (and 

climate theorists) are useful because they direct more applicable research 

(ie complex simulations) in useful ways.  So, basically, he is not trying 

to justify the theoretical work in and of itself, but as part of the 

process toward useful applications.  

This is a valid perspective and I would like to think that some "climate 

theory" is applied in this way.  In practice though, it seems like most 

people doing more theoretical work get into it because they find it 

fundamentally interesting.  Little of that theory seems to become useful 

(or is applied) to observationally-based or realistic-simulation work.  

Held is right that there is a lot to be gained from mixing/bridging the 

gap between "simulation/observation"-type work and theoretical work.  

Individuals motivations, education and backgrounds don't tend to favor 

this approach though.  In my experience, some theory that's out there for 

tropical convection/dynamics has often not looked at the observations, 

even when they are pretty easily accessible and/or statistically robust 

(that seems to be the story of my research career thus far).  

I'm left with the fact that determining how complex a model needs to be 

useful theoretically in thinking about particular problems is tough- we 

can't expect people to get that right most of the time.  It's a good test 

to think about when looking at a particular problem though.  And it's good 

practice to try to explain the salient features of your theoretical model 

of choice in a reasonably short paper.  (which too few people do)  

Theoretical folks need to make their work accessible and be willing to 

look at observations and applied folks need to be willing to think about 

the theory!

%%%%%%%%%%%%%%

Jimmy:

Held:

This paper is right on.  In theory.

However; who will decide which simpler models to re-use.  And how will we do this without overlap.  Held does say that some overlap is good, so maybe that won't be a problem.

To some degree, isn't this what happened with the Eady model?

Lorenz.

p. 413 ...:why do we have secondary circulations at all?

p.418: In a sense, then, these global currents are explained; they are demanded by the system of equations which governs the atmosphere.

p.418:  What is lacking in this instance is a real physical insight into the mechanism through which the troughs and ridges acquire their typical orientation

Sense then, hasn't this insight been provived?  Once the mathematics 'corners' an observed phenomenon, isn't it just a matter of time until we piece together the correct set of thought to explain the phenomenon with 'insight'.  Why isn't math enough?  Because we can't discuss it in pubs?

%%%%%%%%%%%%%%

Roo:

Held

I think a very important point made by Held is the importance of elegance to understanding. We cannot cram everything imaginable into a model and expect to gain insight, or better understanding of the physics. Big GCMs may not be the best place to look for understanding a problem.

Held argues for fewer idealized models that are more widely applicable and more ‘kitchen sink’ models to better sample the space of possible models. If as we have posited, questions cannot be separated from the model used, will focusing on a few idealized models limit the type of questions we are asking in our field? Is that a problem or just a focusing of our energies. Is creating an ensemble of big climate models worth the resources and energy?

Lorenz

The Lorenz reading seemed quite relevant despite being written 40 years ago. That’s probably and indication that it contains some useful ideas…Our models will always have to include approximations and parameterizations. Lorenz shows that in a system with instability will diverge from reality. How can we estimate the magnitude of such an effect. Lorenz says maybe we’ll forecast as well a week in advance as was done for 1-2 days in advance. What are the analogous numbers for climate?.

%%%%%%%%%%%%%%

Gerard, 

On choosing the problems, I think there is no recipe. The great freedom that we have in complex problems is to pick/sense/define the smaller problems. There cannot be a general algorithm for disassembling the bigger problem. That is where the intuition, brainstorming, creativity,  luck, or beer come in.

I think you are right. We are rarely disciplined enough to follow through on the more boring smaller problems. I guess it highlights the importance of properly characterizing the meaning of what you have done - how the smaller problem fits in, and what remains.

More common too, is the fact that bigger problems are so vaguely/imprecisely stated that it is not clear what would actually formally count as a solution!

Have fun tomorrow, look forward to catching up.

G.

7. Week 7: Abrupt Climate Change, Part I

7.1 The Agenda/Task 

Case study: rapid climate change

So we bow to your democratic demands, and will do rapid climate change as a case study. (It was the winner by a wide margin, except for a recount in Florida)

 We were a little reticent to pick this for a couple of reasons a) it is all too easy to be negative, and b) not everybody may have the background. On the other hand any problem probably has these properties. So let's strive to be constructive:


• 
How do we move forward to make progress if we declare this to be our 'big problem?'


• 
How does thinking about a practical problem change our 'check lists'?

It is a big messy problem that has many aspects. None of us has enough background in all of these aspects. What we really want to do is focus on the lessons we can learn about how to tackle complex problems, as much as it is about this particular issue.

Lets just see how it goes. 

 Next week will hopefully star Eric Steig, who will give us the benefit of his wisdom on the issue (or it will be me doing a shoddy impersonation). Then in 9th week we can brainstorm on a recipe for research going forward on this issue.

1. So, for this weeks meeting, please review/email comments


• 
David's effort to sythesize a checklist (link). Right now the list is quite long. Can it be distilled more succinctly? What is missing/wrong/not generally applicable?

2. Rapid climate change overview articles/email comments


• 
Alley et al., 1999: making sense of millennial-scale climate change (pdf)

• 
Rahmstorf., 2002: ocean circulation and climate during the past 120,000 years (pdf)
If you have read the above before, as many of you have, also try to get to this Seager and Battisti production


• 
Seager and Battisti, 2006: Challenges to our understanding of the general circulation: abrupt climate change (pdf)
7.2 Summary

7.3 In Class Discussion

7.4 Student Comments (delivered prior to class)

8. Week 8: Abrupt Climate Change, Part II

8.1 The Agenda/Task 

Background papers:


• 
Alley et al., making sense (pdf)

• 
Rahmstorf, role of ocean (pdf)

• 
Seager and Battisti (pdf)
The Game:

 So here's the game we all agreed to play: Bill Gates has rowed across from Redmond, and has given you 100 million dollars to study abrupt climate change. He does not care about the details of what you do but it must be in the general area. You have a conscience and you want to do the best science you can. 

 In this game, what seems like the best way to make progress and to enhance understanding?


• 
What problems do you pick to tackle?


• 
How do you tackle those problems?


• 
What do you expect to be able to learn?

 In other words, we are taking out Polya checklists out for a test drive, and we want to see what we learn by doing this. Lets try and get fairly detailed about the plans.

 Justin suggested picking something quite specific like D/O events and thinking your way up or down the Polya 'tree of possibilities' and, I think, trying to evaluate that specific properties of that problem. That would be great

 I also wanted to make sure that, in contrast to trying to explain a particular observation, that we also come at it from the perspective of understanding fundamental dynamics questions That is, are rapid changes in "circulation regime" (where you get to choose what this means) possible?

 As ever, please send emails by Wednesday morning.
8.2 Summary

8.3 In Class Discussion

8.4 Student Comments (delivered prior to class)

9. Week 9: The Complex Polya List for problem X

9.1 The Agenda/Task 

So for our last hurrah, before a glorious summing up.

By Thursday evening, please email us a half dozen or so random topics in climate that you think are interesting (i.e. role of clouds in climate uncertainty; droughts; severe weather). We'll collate them and then set the task of taking 4 of 5 out of these 20 or so topics, and finding a precise, specific, and interesting question to ask, and briefly articulating why it is a good one. Be bold and don't just pick from the subset of alternatives that you yourself suggested!

We are deliberately being slightly harsh task masters on this. The point, we hope, is to internalize (a little) the importance of searching out well posed and doable questions, which seems an important element in what we have talked about so far. Doable and interesting means having a fairly complete sense of what the recipe for proceeding to the solution will look like. We'll do it too.

David and I had the sense that, while the problems suggested in class today were interesting, many were not terribly precisely formulated. Obviously this is somewhat a function of background and experience, but it seems to us that there should always be a striving to ask tractable and realistic questions. Sorry if I said this clumsily in class, or am saying this clumsily now. You are all, obviously, a complete bunch of stars.

I bet that brainstorming with other people is the way to go on this, so definitely pair up and bang heads. We'll see how it goes, declare victory whatever happens, and then go have a BBQ.

Cheers,

Gerard (& David in absentia)

9.1.1 Gerard’s Example

How has solar variability contributed to large-scale (continental,hemispheric, global) climate variations during the Holocene?

My subquestion based on this area: 

-Can we identify the places and mechanisms where we can clearly understand how atmospheric and ocean dynamics have played a significant role in affecting the climate (i.e. over and above the local energy balance changes), and can we reconcile that answer with the geologic record? 

Possible recipe:

Take an energy balance model, calibrated for today, and force it with Milankovitch insolation variations of the last 10 thousand years. Take a suite of coupled GCMs and do the same thing (would have to be ). Compare them. How are the GCMs different from the EBM? In what regions and seasons do all the GCMs disagree with the EBM in the same way (i.e. the difference has the same sign)? On the other hand, where and when do they not agree? For something where all the GCMs differ from the EBM in the same direction, it probably points to the role of atmospheric and ocean dynamics as explaining the difference. Moreover the model agreement means we can be fairly confident of the sign of the changes. Diagnose and understand the differences (i.e., talk to David). Find suitable paleorecords (talk to Eric, Julian, and Sandy). 

Why does it feel like a good question?

I am certain that some regions like the monsoons/maritime climates, we are going to have confident, consistent answers from the GCMs, and it will be progress to have nailed them down systematically. That is, we know we can answer some part of the problem. 

It would also be very valuable to identify areas of violent disagreement between models. It points to aspects of the climate are i) highly variable ii) hard to predict (unknowable?), and iii) might be best tackled by simply describing what happened using the best data possible. That is, the surprises along the way are likely to be interesting surprises.

Motivation:

Why it is interesting (from Julian Sachs) - the magnitude of Holocene solar variability changes in W/m2 are much larger seasonally and latitudinally than  the W/m2 from doubling of CO2 (albeit shortwave vs longave). In many ways, if done carefully we can look for analogues of specific possible changes for the future, or at least put them in much better context..

Addendum:

Note the whole exercise could be done from the perspective of the range of variability in GMC output. Without a compelling reason, it is awfully hard to reject a GCM scenario as being impossible. The range of GCMs therefore provide a not-silly first guess at bounding the answer of the problem. Where inter-GCM agreement is high, it suggests a good question, where agreement is low, it hints at a bad question (if your goal is to understand reality).

Problems with this approach:

1. What to do with the ocean?

2. It's probably all about the clouds anyway.

3. I'm not a climate modeler. Who's counting?

Possible recipe:

Take an energy balance model, calibrated for today, and force it with Milankovitch insolation variations of the last 10 thousand years. Take a suite of coupled GCMs and do the same thing (would have to be ). Compare them. How are the GCMs different from the EBM? In what regions and seasons do all the GCMs disagree with the EBM in the same way (i.e. the difference has the same sign)? On the other hand, where and when do they not agree? For something where all the GCMs differ from the EBM in the same direction, it probably points to the role of atmospheric and ocean dynamics as explaining the difference. Moreover the model agreement means we can be fairly confident of the sign of the changes. Diagnose and understand the differences (i.e., talk to David). Find suitable paleorecords (talk to Eric, Julian, and Sandy). 

Why does it feel like a good question?

I am certain that some regions like the monsoons/maritime climates, we are going to have confident, consistent answers from the GCMs, and it will be progress to have nailed them down systematically. That is, we know we can answer some part of the problem. 

It would also be very valuable to identify areas of violent disagreement between models. It points to aspects of the climate are i) highly variable ii) hard to predict (unknowable?), and iii) might be best tackled by simply describing what happened using the best data possible. That is, the surprises along the way are likely to be interesting surprises.

Motivation:

Why it is interesting (from Julian Sachs) - the magnitude of Holocene solar variability changes in W/m2 are much larger seasonally and latitudinally than  the W/m2 from doubling of CO2 (albeit shortwave vs longave). In many ways, if done carefully we can look for analogues of specific possible changes for the future, or at least put them in much better context..

Addendum:

Note the whole exercise could be done from the perspective of the range of variability in GMC output. Without a compelling reason, it is awfully hard to reject a GCM scenario as being impossible. The range of GCMs therefore provide a not-silly first guess at bounding the answer of the problem. Where inter-GCM agreement is high, it suggests a good question, where agreement is low, it hints at a bad question (if your goal is to understand reality).

Problems with this approach:

1. What to do with the ocean? 2. It's probably all about the clouds anyway.

1. I'm not a climate modeler. Who's counting?

9.1.2 The Ideas the Students Came Up With

Hi Gerard,

Off the top of my head, sorry they are fairly ice-centric:

- Controls on fast-flow of ice sheets

- Glacier-climate interactions

- El Nino and global warming

- Controls on hurricane intensity

- Changes in Antarctica since the LGM

- Methane hydrate release

- Modelling Heinrich events

- Recent major drought in the Sahel (1968-1974)

From Mike:

*the effect of aerosols on climate (change)

*west antarctic ice sheet vulnerability to climate change

*future changes in precipitation in a warmer climate

*thermohaline circulation role in climate

*general methods of equator to pole heat transport in other climates (glacial, warmer, snowball earth...)

From Rei:

Here are some of my ideas for the (very broad) topics for next week:

- natural vs. anthropogenic climate variability

- thermohaline circulation (its role, changes in past climate)

- (quantifying) climate sensitivity and feedback

- teleconnection mechanisms

related to the above maybe...

- role of tropics in climate variability (e.g., ENSO issues)

At the moment, these are all I can come up with...

9.1.3 The Ideas they Picked (and their Polya lists to solve the problems)

larissa 

convectively coupled waves

tropical precipitation and stratification 

controls of hurricane intensity

jimmy 

role of thc in climate

land use effect on climate

ken

general controls of heat transport

drought

enso and global warming

mike t

cloud feedbacks and climate change

drought  (2) 

volcanoes and decadal climate

enso during the glacial period

rob

enso and global warming (2)

clathrates and abrupt climate change

kat

glacier climate interaction

green sahara

land surface feedback and abrupt climate change

land use effects on climate (2)

gerard and david

changes in precip in a warmer climate

volcanoes and decadal climate (2)

solar variability and holocene climate 

meridional energy transport - general controls (2) 

Discussion of a particular question (in class). We choose drought:

Mike T leads the discussion: Interested in freshwater variability in the arctic and it’s impact on THC. 

· First, need to define drought. An excess of precipitation. 

· Target is to understand the variability in freshwater flux into the arctic. 

· Subquestion: understand the variability of the freshwater flux into the arctic ocean, due to variability in: river input; precipitation over the arctic ocean; salt flux into the arctic from the atlantic; freshwater variability in the bering sea input; …. Sea ice export vs. ocean export (which depends on thermodynamic and wind induced variability in ice thickness; etc. …

· Understand variability in each component; understand the mean state budgets. This helps identify if the terms that have the biggest variances matter to the mean climatology (or how long/big an perturbation would have to be to get a significant impact on the total freshwater export from the arctic).

· Use simple models to estimate impact on net freshwater export. Would you be confident that this would have relevance for the real world. 

Ken T leads the discussion: Understand the processes affecting interannual variability in the Andes of Peru.  (see list below).

Larissa:

My scrawled outline of questions (I've stuck to things I know enough

about to feel I have doable, useful, "inexpensive" plans- ie I think I

could do myself w/some assistance, and in some cases plan to do so). 

While I haven't stuck to our list per se, I think the sort of work I

outline applies to many of the things on our list.

1.) General research area- a big problem in tropical meteorology/climate is

understanding why convectively coupled wavespeeds are as observed?  ie

how is convection slowing them down from dry theory

subqestion/possible recipe- how do radar (TRMM PR) statistics

systematically change as waves pass through a given region (since radar

is probably the best measure of convection we have)?  

Tools that make this tractable problem: tons of observations from PR (7

years worth), a systematic filtering methodology to get at waves

(Wheeler and Kiladis).  Field campaigns have already tried to do this to

some extent, but not in the systematic way I'm suggesting and I think

something like this could be done by a computer-programming competent

person in a very reasonable amount of time.  

Issues: picking signal out of statistics, geographic variations?

Why a good problem?  Fundamental piece of data would constrain "wild

speculation."  Results would be interesting to a variety of communities

from more mesoscale to climate-based to tropical dynamics.  Useful for

moving towards understanding MJO, incorporating convection/moisture into

dynamical understanding.  While I haven't stuck to our list per se, I

think this applies to many of the things on our list.

2.) General research area- a simple way of understanding climatological

precipitation in the tropics w/o forcing model with latent heating.  In

particular, the zonally asymmetric component.

a) subquestion: how do thermodynamic equilibrium profiles depend on

vertical structure of heating? (which is observed to vary dramatically)

Tools/recipe: cloud-resolving model forced with time-invariant idealized

vertical motion profiles (from reanalyses), try to understand

differences

Why good problem: understanding applicable to a range of important

problems, relatively doable, interesting theoretically as well as useful

for cumulus parameterization and understanding of convection

b) subquestion: to what extent can we think of frictionally boundary

layer convergence (ie Lindzen and Nigam) as causing convection and being

relevant to determining structure of latent heating


subsubquestion: I have an idea for a simple mixed-layer model than can

be used to quantify this - is it useful? [if not, more thinking

necessary to call this a tractable problem]

Why good problem: understanding can lead to relevant simple models of

tropical circulation, which can address many of the issues on our list. 

Issues with a) and b): data, statistical significance, applicability of

models to real world, only a small part of big problems- thus is this

worth doing?

c) Is a spectrum of entraining plumes enough to reasonably reproduce

time-mean massflux-height relationship cloud resolving model shows.

related to understanding convection/simple model, etc.  If not, why? 

(other than "things are complicated") In the interest of time, I'm not

going to bore folks w/all the details of this one, which I've already

sort of done, though not in publishable form.

3) Controls on Hurricane intensity (admittedly not something I know a

lot about)

Kerry Emmanuel has looked at changes in integral of v^3 because it's

well correlated with dollars of destruction.  I'm interested in what

more fundamental physical quantities (energy released, etc.) this is

well-correlated with and not well-correlated.  In other words, what do

his correlations physically tell us about hurricanes and climate

change.  

Recipe: pick statistical quantities you think have been measured well

enough in some smaller dataset and correlate them with integral of v^3. 

Issues: has this already been done?  Data availability- this could

become quite time-intensive if data isn't in a reasonable format.  I

don't know much about hurricanes.  Do we care enough to do this?  As a

non-hurricane person I have no idea.

Jimmy B. 

1) Topic: Thermohaline circulation role in climate

Subquestion: What is the heat transport budget at 53( North for the Atlantic Ocean.

Possible Recipe: Three teams of researchers coordinate together to take data along 53(N, all starting at the same time.  The teams take section data at equal distances so as the cover the entire ocean at the fixed latitude.  This study is carried out every spring for 10 years.  The temperature plus velocity data is analyzed to calculate an approximate heat budget across this latitude.

Justification:  The deep convection that feeds the meridional overturning circulation (MOC) is believed to occur north of 53(.  If we assume that the North Atlantic is a closed box at the northern boundary, this set of data will give an estimate for the net heat flux into/out of the North Atlantic.  Using satellite data we can approximate the atmosphere-ocean heat exchange.  The result will be a semi-closed box for the heat cycle in the North Atlantic.  This will help to explain the magnitude of the MOC.  It may also give insight into the role of sea-ice in the heat budget for the North Atlantic.

Motivation:  Bob Pickart did a similar study using existing section data for the Labrador Sea. The section was about one-third the length of the Atlantic Ocean at 53( N.  Although he could not nail down the processes involved in convection, he was able to approximate the heat flux across a section at the southern edge of the Labrador Sea.  With this information, he was able to approximate the role of the Labrador Sea in the MOC.

Backfires: The ocean could be in a transient state right now, meaning that the ten years of data will not lend itself to any of the present theories.  

2) Topic: Land use effects on climate

Subquestion:  Does urban/business park sprawl create a change in local summer weather conditions that is more significant than white-noise.

Possible Recipe:  The Research Triangle Park (RTP) in North Carolina has experienced rapid large-scale land use changes since 1986.  A large area of forest has been converted into businesses, housing and roads.  My plan is to compare temperature and precipitation data for 20 summers before 1986, which that from 1986-2006.  Additionally, I would compare the data with that from a forested area nearby that was not developed substantially.  My hope is to find changes in small-scale variability, so I would remove the long-term trends.  Finally, I would take the pre-development data and add white noise to the data (the amplitude of which I would base on the amplitude of small scale variability in the data).

Justification:  Sprawl like this is occurring all over the U.S.   It would be interesting to note if these changes have effects on local climates.  If there are significant changes, then the next step would be to look at health and agriculture effects.  If there are not significant changes, weather forecasters would have one less degree of uncertainty.

Motivation: We know that large-scale weather phenomenon is not affected by something like the RTP land development.  However, in the summer, short-lived flashfloods and thunderstorms occur over very small areas.  It seems possible that this type of atmospheric phenomena could be influenced by local albedo and/or urban heat-island effects.

Backfires:  The influence of land-use change could be unique to this area.  The influence of large-scale events (such as ENSO, NAO) over the past 40 years may not by distruted evenly over the first and last 20 years, leading to differences in the data that large enough to smear-out the local or small scale changes. 

Ken T:

"General controls on equator-to-pole heat transport"

Specific problem:

What controls the effective emission temperature in the atmosphere?

Hypothesis:

The strong insensitivity of total meridional energy transports in the atmosphere to what processes are responsible for them (e.g. steady vs transient eddies, latent vs sensible heat transports) suggest that they are strongly constrained by the radiative budget at the TOA. It has been shown (Stone, 197?) that, as long as the atmosphere is an efficient redistributor of energy, the meridional shape of the energy transports is determined by the geometry of the planet. The magnitude of the transports,

however, depends on albedo and the effective emission temperature of the atmosphere. Since, in the tropics, the net cloud radiative forcing due to deep convective clouds is close to zero, we may neglect them as a first approximation. My hypothesis is that, in a model under those conditions, it will be difficult to change the observed effective emission temperature in the atmosphere and, therefore, meridional energy transports.

Plan:

- Setup an aquaplanet atmospheric GCM in which cloud radiative effects are neglected, coupled to an ocean mixed layer with fixed "heat transports" (Q-fluxes).

- Perform runs in which a horizontally homogeneous radiative forcing is imposed at the TOA and assess the sensitivity of the OLR and meridional energy transports.

- Analyze how the OLR is changed (or not) through changes in effective emission height, emission temperature, emissivity. These effects should cancel out to yield low sensitivity of OLR.

- Assuming the cancelation above occurs, try to determine what is the fundamental constraint that produces this. Hartmann's FAT hypothesis is an example of what such a constraint might look like.

Caveats:

- Although convective clouds have CRF~0 at the TOA, they have a strong cooling effect at the surface. Since we have an interactive ocean mixed layer, we can not constrain what SST will do. This will complicate the interpretation of the results somewhat.

------------------------------------------------------

"Drought"

Specific problem:

Understand the processes affecting interannual variability in precipitation in the Andes of Peru.

Hypothesis:

Sea surface temperature (SST) variability (ENSO and Atlantic) and/or land surface conditions in the Amazon (both taken as "external" forcings to the atmosphere) will have a significant impact on the variability in precipitation.

Plan:

- Determine rainfall variability from rain-gauge data and establish patterns of such variability (EOFs).

- Compare to similar results based on satellite-based estimates (e.g. GPCP or OLR), which can then be used to determine the associated large-scale patterns of the rainfall variability.

- Perform statistical tests of the hypothesis that the rainfall variability (as determined above) is related to SST and to soil moisture (there are some products out there).

-Similarly, identify how the atmospheric flow mediates this influence from the forcing region to the Andes.

- Perform a long run with a full atmospheric GCMs with realistic ("observed") forcings (SST, soil moisture) and determine whether the model reproduces the statistical results from above.

- If the model is well validated, perform idealized experiments in which the important forcings are varied to assess their marginal effect on rainfall variability. The way the atmosphere mediates this effect has to be validated as well.

-----------------------------------------------------

"El Nino and Global Warming" & "Future changes in precipitation in a warmer climate"

Specific question:

To what extent will ENSO variability exacerbate or ameliorate the impacts in the northwestern coast of Peru of changes in the mean climate expected in the future?

Background :

The northwestern coast of Peru is a desert except when El Nino brings torrential rains. In that case, rainfall occurs in the warm season (Dec-Apr) and there seems to be a threshold SST of around 26C for rainfall to occur. The main effect of high SST appears to be increasing the low-level moist static energy (MSE) to levels that allow deep convection (comparable to MSE aloft).

Hypothesis:

Changes in the mean climate will bring the climatological SST closer to the threshold. On the other hand, the threshold might change due to changes in MSE aloft. These effect may or may not cancel out.

However, even if it does and even if El Nino variability does not change (as measured by Nino1+2 variance) the non-linearity of the Clausius-Clapeyron equation might lead to an enhanced effect of this variability on that of rainfall.

Plan:

- Characterize the ensemble of projections for future change in the mean SST climatology (annual mean and seasonal cycle) in the Nino 1+2 region is from different climate models.

- Do the same for the interannual variability.

- On the basis of the above and the currently observed SST threshold for rainfall, as well as current statistical models for rainfall amounts based on SST, predict how the rainfall characteristics (annual amounts, length of rainy season, interannual variability) would change.

- To test the robustness of the statistical models for future conditions (e.g. against changes in mean free tropospheric temperature distribution) and to assess other changes in rainfall characteristics (e.g. frequency of extreme rainy events), run a regional climate model (e.g. MM5 or RegCM2) with boundary conditions provided by a representative GCM under the following configurations:

  a) 20 years from the baseline (current conditions) with lateral boundary

     conditions from the GCM and observed SST climatology with

     interannual anomalies from the GCM.

  b) Similar to a), but  adding the projected changes in SST climatology

     for 100 years into the future.

  c) Similar to b), but replacing interannual SST anomalies by those

     projected for 100 years into the future.

  d) Similar to c), but replacing the lateral boundary conditions by those

     projected for 100 years into the future.

- Comparing runs a) and d) tells us how rainfall will change under global climate change.

- Comparing runs a) and b) tells us how much changes in the climatology affects rainfall.

-Comparing runs b) and c) tells us how changes in interannual variability changes the impacts of the changes in the climatology.

- Comparing runs d) and c) gives us a crude estimate of how changes in tropical atmospheric thermal structure affects the relation of rainfall to SST.

----------------------------------------------------------

Mike T: 

subject 1:

cloud feedbacks in climate change.

Address the question of basic cirrus cloud formation.  We need to understand when cirrus clouds form in order to predict their presence and feedback on the atmosphere.  Their radiative feedbacks are well-characterized relative to their formation mechanisms.

I see this project as a basic data collection excercise.  There are several projects/efforts out there to address this issue.  Thus, there is academic support for this project in terms of interested parties in the field campaign and modeling camps.

This project will address the different hypothesis for cirrus cloud formation (CCN, ice nuclei (IN), humidity, temperature, wind speed, wind shear, turbulence, ...).  Basically, plot everything vs. everything.  It would be best to have a controlled environment that isolates a few of these variables at a time.  So, one site will probably not do for this field campaign.  We will need two or three adventures.

Pick a pristine place with cirrus clouds so that IN are not a factor. Predictably, I pick the South Pole.  It is clean (low CCN, low IN, no chance of mixed phase clouds in winter, ...).  The clouds are low and can be reached with accurate instrumentation by balloon and kite.  Remote sensing from the surface is also possible.  Only changes in temperature, humidity, and wind shear/turbulence to contend with.  Of course, we need to measure CCN and IN in order to prove that ice crystal concentration is not related to CCN or IN concentration.  But, based on previous measurements of IN there (not necessarily correlated with cloud cover) it is not likely that they are correlated.

Next, move to a site with more variable conditions.  SGP.  It is well-instrumented.  It is more difficult to reach the cirrus clouds there. The inferences about atmospheric humidity and temperature surrounding the clouds will be less exact.  However, based on data from the South Pole we might be able to narrow down some of the issues related to IN, temperature, humidity, and turbulence.

Are there general controlling factors in the lifetime of a cirrus cloud? surrounding temperatures, surrounding humidity, wind speeds, crystal sizes?

These factors can be characterized and generalized into a format that can be input into a model.

Subject 2.

Drought.

Drought is an anthropocentric word.  What we really care about are extremes in precipitation.  Drought implies a prolonged extreme in precipitation.

Question: Will a drought in the Arctic cause a change in THC?

This question is more of a 'characterize the system' type question, rather than a 'what happens in real life' type question.  At least it is the way I want to go about it.

Check the precipitation data north of 60 deg.  Probably not very good data.  Get some idea for the extremes and temporal extent of extremes. Proceed to of ocean with minimal atmosphere with some idea of how much water to input into the arctic, where to put it (rain, snow, river runoff).  Perturb the model with realistic variations on precip north of the arctic circle.  See what happens to the THC.  There are a matrix of intial conditions (precipitation amount, precipitation type, precipitation location, duration of drought).

This is a decent question because it is one factor of many that will affect the THC in the future.  If a matrix of solutions exist then this link in the chain of climate change feedbacks can be referenced when it is encountered in other simulations.  It is also a decent question because it incorporates about 3 of the suggested questions into one.

subject 3:

Volcano influence on decadal climate variability.

Specific question: Are there regions of the world where a volcano of some reference size have more impact on mean global surface temperature than others?

Pick as the reference size volcano Pinatubo.  We have data characterizing the effect of the Pinatubo on the atmosphere (change in albedo, aerosol amount, aerosol lifetime, distribution, changes in surface temperature).

Explode volcanoes of the same size at different locations around the globe in a GCM.  See how the circulation patterns carry the dust/aerosol in the troposphere and stratosphere.  Determine the affect of the aerosols on future surface temperatures due to changes in albedo and downward IR forcings.

This question is as relevant to present climate as to paleoclimates.  The continental distribution does not have to be as it is in the present. This will call into question the circulation patterns generated by the GCM.  It will be up to the researcher how much uncertainty is introduced by trying to simulate extremely old contiental orientations.  The GCM can be checked against the Pinatubo erruption.

Subject 4:

Does El Nino exist during Glacial Periods?

Specific question: If El Nino exists in a Glacial period, will it matter to more than the tropics?

Force an El Nino-type circulation in the tropics (with weaker easterly winds over the pacific) in a GCM.  See how the affects propagate to the higher latitudes.

Does the El Nino affect the jet?  Is the jet too strong to allow a 'teleconnection' to higher latitudes?  Are there other circulation changes affected that the model is capable of resolving (MJO, PNA)?  Are there any unexpected results?  Are these results due to pure physics of the atmosphere or artifacts of the model construction?

Rob N. 

Or is it the other way around?  I had a pretty tough time with this; here are two attempts, though...

(1a) big question: How does the frequency and intensity of ENSO change with global mean temperature?

(1b) more focused question: What phenomena, variations in which are associated with variations in global mean temperature according to our best current understanding, can induce changes in the frequency or intensity of ENSO?

(1c) possible recipe: Identify some basic (almost certainly

large-scale) phenomena that should be assocated with slow changes inglobal mean temperature (e.g. changes in ocean mixed layer depth); these might be identified from data or models.  Now take two or three models that do the best job of predicting the frequency and intensity of ENSO events (it would be nice to have at least one coupled AOGCM and one empirical model) and force them with the changes identified above.  Do it for each change independently and for combinations of the expected changes.  Compare the the results.  Where do the models agree?  Where do they disagree? Is there any data from the instrumental or paleo records that can be used to assess the reasonableness of the various model results?

(1d) why this might be a good question: GCMs vary widely on what should happen to ENSO under greenhouse warming scenarios.  Getting down to individual phenomena is one way to simplify this problem.  And ENSO matters.

(1e) possible problems with this approach: Models that do the best job getting ENSO for the current climate may not work well at all under different conditions.  Hasn't somebody tried this already? 

(2a) big question: How do dissociation of clathrates contribute to abrupt warming events?

(2b) more focused question: What are the timescales for "large" changes in global mean temperature and relaxation to normal conditions when a "big" pluse of methane is released into the atmosphere?

(2c) possible recipe: Use available data to estimate total methane tied up in clathrates. Pick two models: an EBM coupled to a simple scheme for tracking the chemical evolution of the released methane and an AOGCM with full-blown chemistry.  Run them both with all the methane dumped into the atmosphere in a single, short pulse (one year?).  Are the results the same or different?  If the results are very different, try it again but use the same chemical scheme (maybe even something empirical) for both.  Check ice core records to see if there are events that can be used to corroborate model results.

(2d) why this might be a good question:  If you're confident in your models, this should be pretty straightforward.  It's also nice for comparison to other "big pulse" experiments like dumping a bunch of freshwater in the North Atlantic.

(2e) possible problems with this approach:  Instantaneous, catastrophic release of methane probably isn't realistic.  We probably don't have much confidence in the coupling of these models.  Using paleo data to corroborate is tricky because we can't really isolate the methane effect; I suspect there may not even be any pulse-like releases of methane in the ice core record.

Kat:

1.  Glacier-climate interactions

a.  Subquestion:


In general, glaciologists think of climate affecting glaciers.  Which is reasonable.  Also, work has been (namely by you, Gerard) regarding the way large ice sheets affect climate patterns on a grander scale.  I think that an interesting question would ask when the threshold between affecting and not affecting a region’s climate could be reached.   A small mountain glacier, like South Cascade or a maritime glacier like Blue, contributes minimally to the elevation of the mountains upon which they rest.  But the three kilometer thick Greenland ice sheet will divert wind, clouds, precip, decrease temperatures at the surface, and thusly create its own sustainable environment.

 What is the tipping point such that ice will grown naturally, because it is in and of itself causing the climate required to grow a glacier/ice cap/ice sheet?  What kind of climate forcings would make it flounder out of that state and cause it to shrink back?

b.  Possible Recipe:


This question requires modeling, of course.  Maybe it  would be wise to try to squeeze the glaciers.  Start with a smaller glacier and keep cooling it and/or pumping snow onto it until it is able to force only snowfall, even in summertime.  On the other hand, maybe take a model of a large ice sheet and increase the T, decrease the precip, and until it reaches a breaking point, and retreat is rapid.

c.  Why is this an interesting question?


This is a good question because it provides insight as to what kind of climatic change may actually melt away Greenland and Antarctica, and some sort of timescale for how long that would take.  On the other hand, it might provide insight as to why there is not as much ice cover on pieces of land that at latitudes similar to Greenland.

d. Motivation?


Glaciers are the canary in the climate mine.  Also interesting to think of how ice sheets spilled all over N America and Europe during the iceages, and  at what rate they retreated

e.  Problems

Modelling this will be no walk in the park

Probably will be a huge nebulous range between ice sheet formation and just mountained glaciers.

Deciding if T or P is more important where and when?





*****************

2. Why was the Sahara wet during a portion of the Holocene?

a.  Subquestion:


Does sufficient paleoevidence exist to tell us that there was indeed a huge regional shift in the climate of the Sahara 5.5 kyrs BP, or does the evidence that we see merely point to pockets of smaller scale climate fluctuations?

b.  Possible recipe:

to attack this question it is important to:


1.  inspect current climate in the Sahara.  Is the rgion somewhat homogeneous?  Is precip originating from one source/driving force?  How important is vegetation in the current climate?


2.  Come from the other side.  Is it possible to describe the paleoevidence with change local to where the evidence was taken?  Or will the changes that we see necessitate a larger scale shift in a model?


3.  Drink beer.  Start a “hippos in the sahara”  class.  Get confused anyway.

c.  Why is this a good question?


Paleoproxies are very difficult to come by in the desert.  It is important that models will provide some guidance as to what conclusions can indeed be drawn from paleoclimatic evidence in such arid areas.

d.  Motivation


Besides the obvious fame and glory, it will be interesting to know what kind of changes we can expect from the Sarah in the future, or to use it as a model of what could possibly happen elsewhere, in a currently vegetated region.  There are also cool links to humanity and civilization in the area.

e.  Problems with this approach


Such a large area to model.  Many many uncertainties.  Will the answer be ambiguous?




**************************

3.  What is the role of land-sfc feedback in abrupt climate change?

a. Subquestion:


What on earth would happen if, say, the South American rainforest did not exist?  How and how quickly would the rest of the world respond if it was instantly wiped out?

b.  Possible recipe


This is another “obviously need a model.”  Impose an instant change on a GCM, one with enough complexity to take into account vegetation.  Replace the rainforest with pampas, or shiny white sand, or even water. 

c.  Why is this a good question?


It can tell us something about a worst-cast scenario for large scale clear cutting.  It is quite possible to do with models that we do already have and is a fun exersice.

d.  Motivation:


Tree-hugging.  Tells us about limits

e.  Problems:


We won’t know how many details to put into the GCM, and I’m assuming increasing or decreasing the number of variables will have huge impacts on the outcome.





******************

4. Land Use effects on climate

a.  Subquestion


I’ve always thought that it was interesting to look at how cows affect regional climate was interesting.  Does large-scale grazing have a noticeable impact on climate in the US?  

b.  Possible Recipe:


Find out how much methane a cow releases in its lifetime. How much vegetation is munched up by these cows?  What other resources are used in processing and shipping the meat/milk?  How is groundwater affected by this as well.  Basically, synthesize a lot of data, and multiply it by the number of cows.

c.  Why is it an interesting question?


It is relevant, and relatively easy to constrain.  Doesn’t try to explain what the GHGs will do once released, but provides lots of interesting information for counting emissions and how to cut down.

d.  motiviation?


Hippie

e.  Problems


I don’t actually know how to collect data like that.  Maybe it’s quite difficult.  Plus, the man would not like it.

9.1.4 Gerard’s Picks and Solutions:

Future changes in precipitation in a warmer climate:

What is the subproblem, what is the background knowledge, how confident are we in it? What is the recipe?, what is the simplest statement of the problem? Can you see articulate why progress will be made? What are the unknowns, Have you used all the information available?

The aspect that we’d like to go after is to understand what it would mean to predict changes in precipitation. What would a clean, confident answer look like?

We are interested in the midlatitude storm tracks, so our focus will be wintertime midlatitude precipitation. We should narrow it down still further to something like a particular region (i.e., PNW).

The simplest thing would be to throw many GCMs at the problem. We know that people have done this and that there is a huge spread in their predicted changes, so how do we find the good question to ask?

What do we expect?

· in a warmer world Clausius-Clapeyron tells us to expect more water vapour in the atmosphere, on average

· still have Pacific storm track!

How confident are we?

· The C-C argument depends on relative humidity not changing. Not totally confident about this.

· There will be a storm-track, its shape, size, and location are uncertain

First up, what is the game are we playing in?

1. how large are the predicted changes relative to observed interannual variability?

2. we need to ask this question in a physics-based way – separately considering the intensity, duration, and frequency of the individual events comprising the climatology.

3. we recognize there are some problems with models representing the physics of this correctly

Second, How might we bound the predictability of regional precipitation

From observations of what goes on now, what are the principal physical mechanisms controlling precipitation in the PNW – i.e. we know that ENSO, and the MJO play a role. If our predictions for the future are going to be of high quality, we must first understand the degree to which we can predict changes in these other things

2. shopping list of everything we know that matters, using a storm-based (weather) understanding of contributing processes

3. Lay out the issues in understanding how each of those might change, ball-park the uncertainties involved and cogitate the consequences for our problem

What does it feel like the answer will be?

In order to have confident predictions, the predicted changes must be large compared to current interanual variability OR there must be great confidence that we understand the causes of interannual variability well enough to anticipate the consequences.

Summary

It is an ugly problem, but there would be tremendous value in articulating clearly why.

How has solar variability contributed to large-scale (continental,hemispheric, global) climate variations during the Holocene?

My subquestion based on this area: 

-Can we identify the places and mechanisms where we can clearly understand how atmospheric and ocean dynamics have played a significant role in affecting the climate (i.e. over and above the local energy balance changes), and can we reconcile that answer with the geologic record? 

Possible recipe:

Take an energy balance model, calibrated for today, and force it with Milankovitch insolation variations of the last 10 thousand years. Take a suite of coupled GCMs and do the same thing (would have to be ). Compare them. How are the GCMs different from the EBM? In what regions and seasons do all the GCMs disagree with the EBM in the same way (i.e. the difference has the same sign)? On the other hand, where and when do they not agree? For something where all the GCMs differ from the EBM in the same direction, it probably points to the role of atmospheric and ocean dynamics as explaining the difference. Moreover the model agreement means we can be fairly confident of the sign of the changes. Diagnose and understand the differences (i.e., talk to David). Find suitable paleorecords (talk to Eric, Julian, and Sandy). 

Why does it feel like a good question?

I am certain that some regions like the monsoons/maritime climates, we are going to have confident, consistent answers from the GCMs, and it will be progress to have nailed them down systematically. That is, we know we can answer some part of the problem. 

It would also be very valuable to identify areas of violent disagreement between models. It points to aspects of the climate are i) highly variable ii) hard to predict (unknowable?), and iii) might be best tackled by simply describing what happened using the best data possible. That is, the surprises along the way are likely to be interesting surprises.

Motivation:

Why it is interesting (from Julian Sachs) - the magnitude of Holocene solar variability changes in W/m2 are much larger seasonally and latitudinally than  the W/m2 from doubling of CO2 (albeit shortwave vs longave). In many ways, if done carefully we can look for analogues of specific possible changes for the future, or at least put them in much better context..

Addendum:

Note the whole exercise could be done from the perspective of the range of variability in GMC output. Without a compelling reason, it is awfully hard to reject a GCM scenario as being impossible. The range of GCMs therefore provide a not-silly first guess at bounding the answer of the problem. Where inter-GCM agreement is high, it suggests a good question, where agreement is low, it hints at a bad question (if your goal is to understand reality).

Problems with this approach:

1. What to do with the ocean?

2. It's probably all about the clouds anyway.

3. I'm not a climate modeler. Who's counting?

Possible recipe:

Take an energy balance model, calibrated for today, and force it with Milankovitch insolation variations of the last 10 thousand years. Take a suite of coupled GCMs and do the same thing (would have to be ). Compare them. How are the GCMs different from the EBM? In what regions and seasons do all the GCMs disagree with the EBM in the same way (i.e. the difference has the same sign)? On the other hand, where and when do they not agree? For something where all the GCMs differ from the EBM in the same direction, it probably points to the role of atmospheric and ocean dynamics as explaining the difference. Moreover the model agreement means we can be fairly confident of the sign of the changes. Diagnose and understand the differences (i.e., talk to David). Find suitable paleorecords (talk to Eric, Julian, and Sandy). 

Why does it feel like a good question?

I am certain that some regions like the monsoons/maritime climates, we are going to have confident, consistent answers from the GCMs, and it will be progress to have nailed them down systematically. That is, we know we can answer some part of the problem. 

It would also be very valuable to identify areas of violent disagreement between models. It points to aspects of the climate are i) highly variable ii) hard to predict (unknowable?), and iii) might be best tackled by simply describing what happened using the best data possible. That is, the surprises along the way are likely to be interesting surprises.

Motivation:

Why it is interesting (from Julian Sachs) - the magnitude of Holocene solar variability changes in W/m2 are much larger seasonally and latitudinally than  the W/m2 from doubling of CO2 (albeit shortwave vs longave). In many ways, if done carefully we can look for analogues of specific possible changes for the future, or at least put them in much better context..

Addendum:

Note the whole exercise could be done from the perspective of the range of variability in GMC output. Without a compelling reason, it is awfully hard to reject a GCM scenario as being impossible. The range of GCMs therefore provide a not-silly first guess at bounding the answer of the problem. Where inter-GCM agreement is high, it suggests a good question, where agreement is low, it hints at a bad question (if your goal is to understand reality).

Problems with this approach:

1. What to do with the ocean? 2. It's probably all about the clouds anyway.

4. I'm not a climate modeler. Who's counting?

9.1.5 David’s Picks  and Solutions:

Volcanoes influence on decadal climate variability.

  Issues: 

1. how well can we constrain the amplitude and spatial footprint of the decadal variability associated w/ volcanic forcing?

a. Forcing vs. response

2. Can we use volcanic events to estimate the climate sensitivity? 

3. Are the indices used for reconstructing empirical relationships between volcanic activity good enough to reconstruct reliable records of climate forcing?  If not, isn’t it circular reasoning/curve fitting when one compares the time series of volcanic activity with that for global temperature? 

4. Can we reconcile the W/m2 necessary to explain the observed (proxy and instrumental) decadal variability in climate with the temporal reconstructions of aerosol forcing? Or are the aerosol indices massaged to match the proxy record of climate variability (analog: sun spots vs. temperature)?

Necessary subquestions that need to be answered: 

a. What are the dynamics of lofting the material:

i. How does the size of material affect the elevation (profile) of the material ejected? 

ii. How much is lofted?

b. dynamics of mixing of the material;

i. What affect does seasonality have on the duration that the aerosols stay in the stratosphere? On how quickly they are mixed horizontally away from the latitude of ejection? Does latitude of the volcano matter?

c. Optical properties of material:

i. Are the optical properties a function of the size of the blast? The type of volcano (shield vs. composit)? 

d. We need to know the time scale associated with the impact on climate (single event).

e. how big of a climate response can you get? How small could it be? Take upper end of people’s estimate of the radiative forcing associated with a volcanic event.  Can you explain the historical record of temperature variations (amplitude and pattern)? Use an EBM or GCM coupled to a slab ocean.  

f. data approach: 

i. use big know volcanoes to estimate spatial and temporal response (using data and models).

ii. In genera, too premature to reconstruct a time history of radiative forcing associated with volcanic events. 

General controls on equator to pole heat transport in other climates (glacial, warmer, snowball earth...).
Subproblem: Can we bound the thermodynamic efficiency of the atmosphere ocean heat engine?

Subproblems: stick w/ atmosphere and use agcm+mixed layer; stick with aquaplanet -  bald; 

i) thermdynamic sea ice

Subproblem: The present climate features strong hemispheric symmetry in total energy transport, yet there is large asymmetry in the mechanisms doing the transport and the forms of energy transported:

· There is large hemispheric asymmetry in type of energy transport: latent vs sensible vs potential

· There is large hemispheric asymmetry in the mechanisms of heat transport: stationary vs. transient

How and why do these compensations come about in the modern climate? [presumably the exploration of this question will help formulate a hypothesis for why there is symmetry in net transport, and whether that should be true under vastly different forcings (CO2, insolation, etc) and geometries (ice sheets, paleo land disturbtion)]

We will go about this by assuming that the basic control of net energy transport depends only on the TOA net insolation gradient, the TOA OLR and the albedo (as a function of latitutde). 

Tool: an AGCM coupled to a slab ocean. Include no continents (aqua planet) and a thermodynamic sea ice model. 

Experiments to do: 

· sensitivity to evaporation: change the latent heat of vaporization by a factor of 10 each way. This does not directly affect albedo or water vapor transport (equator to pole) but it will affect the portioning of latent and sensible heat transport. How does the total energy transport change? 

· the dry atmosphere case (set atmospheric water vapor to zero)

· no clouds

· keep albedo as a function of latitude and prescribed as in the control (wet atmosphere) case. 

· Make the clouds optically transparent (tests the relative importance of cloud radiative feedbacks)

· Change the sea ice albedo (w/ and w/o transparent clouds): this probably wont make a difference because both hemispheres have relatively symmetric surface ice distributions (albeit w/ hugely different ice orographies).

· Change the solar constant in a big way (up and down): (aqua planet; w/ and w/o fixed sea ice from the control integration; w and w/o fixed clouds – or fixed prescribed albedo and clouds that are optically transparent in the visible). This will change the magnitude of the TOA insolation gradient and we can see how the net energy transport changes (w/ and w/o albedo changes). 

· Change the CO2 concentration in a big way (up and down), holding sea ice fixed and w/ and w/o fixed clouds – or fixed prescribed albedo and clouds that are optically transparent in the visible). This will allow us to keep the TOA net insolation gradient fixed, while seeing how the TOA OLR and energy transport change due to a nearly uniform global warming (or cooling), which will be accompanied by an increase (decrease) in the equator to pole gradient of ambient moisture, (including partitioning between latent and sensible).

· Change the value of the exchange coefficient in the surface evaporation term and the value of Lv such that the cooling of the tropical oceans remains the same, but the moisture flux to the tropical atmosphere increases (thereby increasing the mean meridional gradient of water vapor without directly changing the baroclinity or transient sensible heat flux). This tests whether the transient sensible heat flux will compensate for the presumed increased latent transient fluxes (might have to fix albedo and make clouds optically transparent in the visible). 

· Many other such experiments can look for compensation (when albedo is frozen), and see if compensation is not complete when albedo is allowed to change

We can use our results/thesis to anticipate how the net energy transport should change from summer to winter in the northern hemisphere as a function of the seasonal change in the net TOA energy imbalance 

For example, if we conclude it is indeed the albedo that is controlling things, this will give us a hypothesis for what should happen to net energy transport (and how the components will change) during increased CO2, or due to Malankovitch forcing. 

Note: we haven’t addressed in this plan the issue of asymmetry in mechanism of transport ( transient vs. stationary). Oh well. …

9.2 Summary

9.3 In Class Discussion

Gerard: helps to work in groups (keeps you focused).

Kat: 
found myself using the same template to attack each problem. 

Ken: 
finds it is useful to write it down as you go – you find places where you have holes in your arguments/experimental plan.

Gerard: sometimes failing to make progress is because you haven’t asked a good question: are you asking an answerable question (is the question ill-posed? Too vague?)

The polya list acts somewhat like a good friend – making sure you ask yourself hard (thoughtful/probing) questions to make sure your work is rigorous/you are on the right (best?) track. 

Is an intrinsic property of a “good question” a question that you believe other people are also interested in? 

Good questions have several properties including: having relatively certain answers. But good questions also have the properties that their answers serve one of several possible purposes: reduce the uncertainty; falsify a hypothesis; bound the possibilities; illuminate a new path/hypothesis. 

Discussions of particular  question (in class). We choose drought:

Mike T leads the discussion: Interested in freshwater variability in the arctic and it’s impact on THC. 

· First, need to define drought. An excess of precipitation. 

· Target is to understand the variability in freshwater flux into the arctic. 

· Subquestion: understand the variability of the freshwater flux into the arctic ocean, due to variability in: river input; precipitation over the arctic ocean; salt flux into the arctic from the atlantic; freshwater variability in the bering sea input; …. Sea ice export vs. ocean export (which depends on thermodynamic and wind induced variability in ice thickness; etc. …

· Understand variability in each component; understand the mean state budgets. This helps identify if the terms that have the biggest variances matter to the mean climatology (or how long/big an perturbation would have to be to get a significant impact on the total freshwater export from the arctic).

· Use simple models to estimate impact on net freshwater export. Would you be confident that this would have relevance for the real world. 

Ken T leads the discussion: Understand the processes affecting interannual variability in the Andes of Peru.  (see list below).

9.4 Student Comments (delivered prior to class)

10. Week 10: Summary

10.1 The Agenda/Task 

10.2 Summary

10.3 In Class Discussion 
