Knowability and No Ability in the Earth and Climate Sciences

ESS 590, ATM 588

Spring '06: JHN 377, Flint-Washburn library, 2.30 Wednesdays

1. Week 1

1.1 Invitation to Students


We're sending this email now because we'd like to make a running start on a seminar class/meeting we're planning next quarter. We'd thought of you all as being particularly interested in the topic (and some of you likely to disappear soon from UW). We'd really like to keep the meetings small so that discussions are fluid, but if you think of other good people, do please let them know.

Beginning with somewhat beer-soaked origins, we've recently been trying to think about what makes for a good problem in our field. Why are some questions more tractable than others? How do you identify a good problem in advance? Are there common elements that can be identified in different fields? Apart from a slightly groan-worthy title, what we will do for the class is not very well defined yet.  Some of the specific questions we'd like to ponder:
-Why are some problems and hypotheses more likely to lead to enlightenment (or to the reduction in ignorance), while others are more likely to further obscure the truth? How does one construct a hypothesis that has the intrinsic property of knowability?

-What  are the roles of intuition and experience/deduction in formulating a question that is knowable when it is probed using scientific reasoning?

-When do models build knowledge? What types of models are most influential in shaping the way we think? Are they the same models that keep the scientific invesigation on the pathway to truth?

-How does one avoid working on a problem that "dies when the investigtor dies" (Michelangelo)?

If these questions seem like they'd be interesting to sit around a table and cogitate on, let us know, and one thing we'd like you to start thinking about is a paper, or papers, that you've found to be good examples of elegant approaches to important problems. By starting on this now, we hope to build up a series of case studies we can all explore together and gain from everyone else's experiences and ideas.

It is not clear we will be able to come up with concrete or world-shattering answers, but we do think these are important questions to think about. Attached below are some more thoughts resulting from a mixture of caffeine and hops.

Cheers,

David and Gerard

Some extra thoughts (made before we started the course);

 What is science? 

A body of knowledge? A process? A culture – an agreement for how to build knowledge? 

Science vs. engineer? Both are problem solvers. 

Is normal science just problem solving – going for the low-hanging fruit. Science provides a methodology for evaluating which of two hypotheses are farther from the truth, and helps illuminate anomalies … 

Popper seems to outline a method for a mature science (or for a well defined system) for getting closer to the truth (the process by which we build knowledge).

Pre-science: perhaps we can’t falsify things, but we are building a body of information to hone hypotheses. What additional 

Pre-science and science both tell stories about how the world works. In the case of science, the stories are analogies based on a knowledge we are reasonably confident (through tests and time) is likely to be on the right track.  

A pre-science tells stories on weaker foundation. For the latter, how do you get closer to the truth? How do you make sure you are systematic way? What is the systematic way? 

Do we do science the way we report science?

Is a mature science hallmarked by theories that are of lower dimensionality than what they are intended to explain. And by theories that make surprising predictions, that can be (and eventually are verified).?

What if we thought of science as a conscious striving to define falsifiable hypothesis? This would include science and a prescience. 

If Kuhn is just reporting on the ‘description’ of changes in understanding, how can you be sure that you are any closer to the truth? What if you have settled into only one attractor / ‘truth well’ , and are still far from the truth? 

Will the same field undergo multiple revolutions where basic understanding is shown to be wrong?

Can a complex system be understood scientifically? 

Climate? Human body? Can you define a system of rules or culture (like the rules for science by popper) that help us move closer to the truth? 
Before we meet: 

   Email students and have them bring papers that were particularly influential to them (or in their discipline)

       -- are their common characteristics in methodology or presentation that make it a particularly powerful or persuasive work? 

Some questions to address: 

   How do you evaluate whether a problem is tactable/doable? 

        -- goal: to minimize the risk of picking an intractable problem.

   Examples of questions that are still out there that are not solvable/knowable.

   Which questions are fundamental (aesthetics)? Which questions are profound (complexity)? And how do we know they are fundamental or profound (as opposed to influential)?

        -- give examples of fundamental/profound questions. Have any fundamental/profound questions been solved?

   Do fundamental/profound questions always lead to principles you can understand? Do they have to lead to something you can explicitly model? 

Excerpts that are particularly good. 

1. From “Popper” Stanford Encyclopedia

scientists are rarely aware of the work of philosophers; it is virtually unprecedented to find them queuing up, as they have done in Popper's case, to testify to the enormously practical beneficial impact which that philosophical work has had upon their own.

as Popper saw it, was that while Einstein's theory was highly ‘risky’, in the sense that it was possible to deduce consequences from it which were, in the light of the then dominant Newtonian physics, highly improbable (e.g. that light is deflected towards solid bodies - confirmed by Eddington's experiments in 1919), and which would, if they turned out to be false, falsify the whole theory, nothing could, even in principle, falsify psychoanalytic theories.

the chief source of strength of psychoanalysis, and the principal basis on which its claim to scientific status is grounded, viz. its capability to accommodate, and explain, every possible form of human behaviour, is in fact a critical weakness, for it entails that it is not, and could not be, genuinely predictive.

These factors combined to make Popper take falsifiability as his criterion for demarcating science from non-science:

As Popper represents it, the central problem in the philosophy of science is that of demarcation, i.e. of distinguishing between science and what he terms ‘non-science’,

Science, like virtually every other human, and indeed organic, activity, Popper believes, consists largely of problem-solving.

Popper, then, repudiates induction, and rejects the view that it is the characteristic method of scientific investigation and inference, and substitutes falsifiability in its place.

‘There is no logical path leading to [the highly universal laws of science]. They can only be reached by intuition, based upon something like an intellectual love of the objects of experience’. Science, in Popper's view, starts with problems rather than with observations - it is, indeed, precisely in the context of grappling with a problem that the scientist makes observations in the first instance: his observations are selectively designed to test the extent to which a given theory functions as a satisfactory solution to a given problem.

On this criterion of demarcation physics, chemistry, and (non-introspective) psychology, amongst others, are sciences, psychoanalysis is a pre-science (i.e. it undoubtedly contains useful and informative truths, but until such time as psychoanalytical theories can be formulated in such a manner as to be falsifiable, they will not attain the status of scientific theories),

For Popper accordingly, the growth of human knowledge proceeds from our problems and from our attempts to solve them. These attempts involve the formulation of theories which, if they are to explain anomalies which exist with respect to earlier theories, must go beyond existing knowledge and therefore require a leap of the imagination.

Popper argues, then, paradoxical as it may sound, the more improbable a theory is the better it is scientifically, because the probability and informative content of a theory vary inversely - the higher the informative content of a theory the lower will be its probability, for the more information a statement contains, the greater will be the number of ways in which it may turn out to be false.

Popper defines the quantitative verisimilitude which a statement ‘a’ possesses by means of a formula:

Vs(a)=CtT(a) - CtF(a),

 where Vs(a) represents the verisimilitude of ‘a’, CtT(a) is a measure of the truth-content of ‘a’, and CtF(a) is a measure of its falsity-content. Scientific progress, in other words, could now be represented as progress towards the truth, and experimental corroboration could be seen an indicator of verisimilitude.

Why should it be possible to predict an eclipse, but not a revolution? Why can we not conceive of a social science which could and would function as the theoretical natural sciences function, and yield precise unconditional predictions in the appropriate sphere of application? These are amongst the questions which Popper seeks to answer, and in doing so, to show that they are based upon a series of misconceptions about the nature of science, and about the relationship between scientific laws and scientific prediction. In the most fundamental sense possible, every event in human history is discrete, novel, quite unique, and ontologically distinct from every other historical event. For this reason, it is impossible in principle that unconditional scientific prophecies could be made in relation to human history - the idea that the successful unconditional prediction of eclipses provides us with reasonable grounds for the hope of successful unconditional prediction regarding the evolution of human history turns out to be based upon a gross misconception, and is quite false.

Popper's final position is that he acknowledges that it is impossible to discriminate science from non-science on the basis of the falsifiability of the scientific statements alone; he recognizes that scientific theories are predictive, and consequently prohibitive, only when taken in conjunction with auxiliary hypotheses, and he also recognizes that readjustment or modification of the latter is an integral part of scientific practice. Hence his final concern is to outline conditions which indicate when such modification is genuinely scientific, and when it is merely ad hoc. This is itself clearly a major alteration in his position, and arguably represents a substantial retraction on his part: Marxism can no longer be dismissed as ‘unscientific’ simply because its advocates preserved the theory from falsification by modifying it (for in general terms, such a procedure, it now transpires, is perfectly respectable scientific practice). It is now condemned as unscientific by Popper because the only rationale for the modifications which were made to the original theory was to ensure that it evaded falsification, and so such modifications were ad hoc, rather than scientific.

From “Kuhn” Stanford Encyclopedia

science enjoys periods of stable growth punctuated by revisionary revolutions, to which he added the controversial ‘incommensurability thesis’, that theories from differing periods suffer from certain deep kinds of failure of comparability.

The central idea of this extraordinarily influential—and controversial—book is that the development of science is driven, in normal periods of science, by adherence to what Kuhn called a ‘paradigm’. The function of a paradigm is to supply puzzles for scientists to solve and to provide the tools for their solution. A crisis in science arises when confidence is lost in the ability of the paradigm to solve particularly worrying puzzles called ‘anomalies’. Crisis is followed by a scientific revolution if the existing paradigm is superseded by a rival. Kuhn claimed that science guided by one paradigm would be ‘incommensurable’ with science developed under a different paradigm, by which is meant that there is no common measure of the different scientific theories. This thesis of incommensurability, developed at the same time by Feyerabend, rules out certain kinds of comparison of the two theories and consequently rejects some traditional views of scientific development, such as the view that later science builds on the knowledge contained within earlier theories, or the view that later theories are closer approximations to the truth than earlier theories.

He claims that normal science can succeed in making progress only if there is a strong commitment by the relevant scientific community to their shared theoretical beliefs, values, instruments and techniques, and even metaphysics. This constellation of shared commitments Kuhn at one point calls a ‘disciplinary matrix’

The most interesting response to crisis will be the search for a revised disciplinary matrix, a revision that will allow for the elimination of at least the most pressing anomalies and optimally the solution of many outstanding and unsolved puzzles.

The phenomenon of Kuhn-loss does, in Kuhn's view, rule out the traditional cumulative picture of progress. The revolutionary search for a replacement paradigm is driven by the failure of the existing paradigm to solve certain important anomalies. Any replacement paradigm had better solve the majority of those puzzles, or it will not be worth adopting in place of the existing paradigm.

For the novel puzzle-solution which crystallizes consensus is regarded and used as a model of exemplary science. In the research tradition it inaugurates, a paradigm-as-exemplar fulfils three functions: (i) it suggests new puzzles; (ii) it suggests approaches to solving those puzzles; (iii) it is the standard by which the quality of a proposed puzzle-solution can be measured

Kuhn's contrasting view is that we judge the quality of a theory (and its treatment of the evidence) by comparing it to a paradigmatic theory. The standards of assessment therefore are not permanent, theory-independent rules. They are not rules, because they involve perceived relations of similarity (of puzzle-solution to a paradigm). They are not theory-independent, since they involve comparison to a (paradigm) theory.

Kuhn (1977, 321-322) identifies five characteristics that provide the shared basis for a choice of theory: 1. accuracy; 2. consistency (both internal and with other relevant currently accepted theories); 3. scope (its consequences should extend beyond the data it is required to explain); 4. simplicity (organizing otherwise confused and isolated phenomena); 5. fruitfulness (for further research).

Criticism:

First, it has been argued that Kuhn's account of the development of science is not entirely accurate. Secondly, critics have attacked Kuhn's notion of incommensurability, arguing that either it does not exist or, if it does exist, it is not a significant problem. Despite this criticism, Kuhn's work has been hugely influential, both within philosophy and outside it. The Structure of Scientific Revolutions was an important stimulus to what has since become known as 'Science Studies', in particular the Sociology of Scientific Knowledge (SSK).

Kuhn's influence outside of professional philosophy of science may have been even greater than it was within it. The social sciences in particular took up Kuhn with enthusiasm. There are primarily two reasons for this. First, Kuhn's picture of science appeared to permit a more liberal conception of what science is than hitherto, one that could be taken to include disciplines such as sociology and psychoanalysis.

Although, he says, the natural sciences involve interpretation just as human and social sciences do, one difference is that hermeneutic re-interpretation, the search for new and deeper intepretations, is the essence of many social scientific enterprises. This contrasts with the natural sciences where an established and unchanging interpretation (e.g. of the heavens) is a pre-condition of normal science. Re-intepretation is the result of a scientific revolution and is typically resisted rather than actively sought. Another reason why regular reinterpretation is part of the human sciences and not the natural sciences is that social and political systems are themselves changing in ways that call for new interpretations, whereas the subject matter of the natural sciences is constant in the relevant respects, permitting a puzzle-solving tradition as well as a standing source of revolution-generating anomalies.
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2. Week 2 

2.1 The Agenda/Task 

Job for week (week 2)

Remember, please send us some short comments about the readings by Tuesday evening (gerard@ess.washington.edu, david@atmos.washington.edu). Just a sentence or two is absolutely fine (and not an enormous amount more please!!). Don't feel like you have to address all of the questions, or spell correctly. Just send us the top one or two thoughts that struck you about the reading and about the problems.

 The point is to give something to base a class discussion around, and to keep focussed on a particular direction. We'll read and assimilate them before class, and then maybe synthesize them (briefly) at the start of next class to stimulate discussion.

Questions: (with slight editorializing)

 These were the questions we came up with last time. How do the conventional science 'recipes' help or not help us, in our field, deal with these questions?


• 
What does falsifiability mean, practically, in Earth/Climate Sciences?


• 
What about low hanging fruit versus other problems? (are there typical properties that such problems have)?


• 
What about the law of diminshing returns? (i.e., incremental progress from herculean efforts)


• 
How do you know if the fruit is good? (i.e., are simple models always the best models)?


• 
How do we test our hypotheses, and what does it mean? (perhaps when it is a model and not nature, and therefore not 'real')


• 
How do you know how complex you should expect your particular system to be? (can you anticipate the complexity you expect the right answer to have?)


• 
What does 'useful' mean? (perhaps what constitutes a useful answer in our field?)


• 
What does parsimony really mean as a good goal in the messy reality of Earth/Climate Science? 

 Week 2 readings:

Stanford enceylopedia entry on Kuhn (pdf)
 Stanford encyclopedia entry on Popper (pdf)
 Popper responding to Kuhn (pdf)
 Selections of Popper's words (doc)
 Lakatos: Science as a successful prediction (pdf)
Thornton, Stephen, 2005: “Karl Popper”. In “The Stanford Encyclopedia of Philosophy” Edward Zalta, Ed. (online at http://plato.stanford.edu/entries/popper ).

Bird, Alexander, 2005: “Thomas Kuhn.” In “The Stanford Encyclopedia of Philosophy”, Edward Zalta, Ed.  (online at plato.stanford.edu/archives/spr2005/entries/thomas-kuhn )
Popper, K. “Normal Science and its dangers”. In “Criticism and the Growth of Knowledge”. Ed. Imre Lakatos. Cambridge University Press. 1970 pp 51-58.

Lakatos, Imre. (1970). Excerpts from “Falsification and the methodology of scientific research programmes”. In Criticism and the growth of knowledge (pp. 91-196). Lakatos & A. Musgrave (Eds.), New York: Cambridge University Press.

Published online under the title  “Science as Successful Prediction”, http://www.stephenjaygould.org/ctrl/lakatos_prediction.html
2.2 Summary

• 
What is science?


• 
A body of knowledge? A process? A culture – an agreement for how to build knowledge?


• 
Science vs. engineer? Both are problem solvers.


• 
Is normal science just problem solving – going for the low-hanging fruit. Science provides a methodology for evaluating which of two hypotheses are farther from the truth, and helps illuminate anomalies …


• 
Popper seems to outline a method for a mature science (or for a well defined system) for getting closer to the truth (the process by which we build knowledge).


• 
Pre-science: perhaps we can’t falsify things, but we are building a body of information to hone hypotheses. What additional


• 
Pre-science and science both tell stories about how the world works. In the case of science, the stories are analogies based on a knowledge we are reasonably confident (through tests and time) is likely to be on the right track.  


• 
A pre-science tells stories on weaker foundation. For the latter, how do you get closer to the truth? How do you make sure you are systematic way? What is the systematic way?


• 
Do we do science the way we report science?


• 
Is a mature science hallmarked by theories that are of lower dimensionality than what they are intended to explain. And by theories that make surprising predictions, that can be (and eventually are verified).?


• 
What if we thought of science as a conscious striving to define falsifiable hypothesis? This would include science and a prescience.


• 
If Kuhn is just reporting on the ‘description’ of changes in understanding, how can you be sure that you are any closer to the truth? What if you have settled into only one attractor / ‘truth well’ , and are still far from the truth?


• 
Will the same field undergo multiple revolutions where basic understanding is shown to be wrong?


• 
Can a complex system be understood scientifically?


• 
Climate? Human body? Can you define a system of rules or culture (like the rules for science by popper) that help us move closer to the truth?

 Other thoughts about defining and choosing problems:


• 
    The extreme importance of "skeptical enquiry".


• 
    How well defined is the problem in question (and what does that even mean?)?


• 
    The importance of having a problem with a tractable scope. That is, can you anticipate how many things are   you going to need to know in order to understand your problem? Is that realistic?


• 
    How well established is the "background knowledge" you are going to need to use?


• 
    Even if you don't know the solution to a problem, can you lay out a recipe for how you might get there?


• 
    Or can you identify the elements that you expect the solution to have?


• 
    Is it more effective to bound the range of the answer more effectively than actually finding it?


• 
How wrong might I be (Popperist - looking to falsify a theory/result)?


• 
How certain am i (positivist -- looking to confirm a theory)?


• 
Need a Her Majesty's Oposition -- need to have the community have this check and balance mechanism.


• 
need to develop a culture that you are your own devil's advocate


• 
how well does your paper sharpen critical thinking on an issue?


• 
how well did you try to critically assess your contribution?
3. Week 3: 

3.1 The Agenda/Task 

Job for this week: 

 Let's look at these readings, and continue the discussion of what we want science to mean. Please email us your thoughts by Tuesday evening. 

     

 You're a complete bunch of stars. We made a great start on a very complicated issue. It is probably necessary to wallow in the details for a while, but we do want to get to the point of discussing whether there is something in all of this that can help us find a way to get more efficiently towards the truth in our fields. So lets try and head in that direction.

Readings:

 This week is a little lighter on reading.

 Should the history of science be rated X? Brush. Science, 1974. (pdf)
 Fifteen Myths of science. McComas, 1998. (pdf)
 Models in Science. Stanford Encyclopedia of Philosophy. Frigg, 2006. (pdf)
3.2 Summary

Maybe we should identify what we value in science – what motivates us? . The truth? The search for the truth?   


• 
Can truth only be defined in simpler systems (or subsystems of complex systems)? If for the latter, then you can’t really know there is an absolute, or whether you are close to it, or whether you have just moved further away from it.


• 
If you come up with a theory that predicts something suprising that is later confirmed, shouldn’t that be closer to the truth? If a theory is of a lower dimension compared with the scale of the problems is describeds/informs/solves, then should this be a sign you are closer to the truth?


• 
Physics is where “truth” originates. Perhaps it isn’t possible to find truth beyond the microscale?


• 
Disturbed that we don’t aknowledge/teach that good scientists have ignore evidence that their idea was wrong – that data contradicts it. But Sandy points out that data can be wrong --- or misinterpreted.


• 
Perhaps we should not be after the ‘truth’, but we should be after ‘useful models’


• 
Choice of domain of a problem is almost as important as the question you are asking.


• 
Science:   1. body of knowledge; 2. process of building information; 3. culture (honesty; guarding against ego; self critique; etc) and motivation (understanding).


• 
Honesty is the root of good science.  

 Other thoughts

 Is the following true? Understanding means explaining things which are complicated or numerous in terms of things which are simpler or fewer. Any given piece of work can be divided up into the background knowledge which is assumed and the problem which is tackled. Big progress in understanding can be judged by the difference between the compexity of the phenomena and the  simplicity of the building blocks of that explanation. But it must also be measured by the level of confidence in those building blocks.

 From last time: Induction is creative. Deduction is logical. Both are necessary for moving forward.

 Questions that should be asked at every seminar.

 - how confident are you of your 'background knowledge'?

 - how have you critically evaluated your argument?

 - how wrong might your argument be?

· what would form a critical test that would cause you to reject your argument?

3.2.1  What's so funny about Truth, Love, and Understanding?

Here is a summary of the major well-formed ideas that I was able to take away from last week's class. I got a bit lost during some of the meanders of the discussion, so it is not unlikely that I left some things off. Feel free to add or subtract at will.

We spent a good deal of time pondering the truth. Some believe that the truth is a well defined entity that exists in some metaphysical space, and that it is what we should be striving for a scientists. Others felt that the truth is not a unique concept, and the reference frame, society, or desires of the truth-seeker shape the truth itself. One alternative proposed was the idea that if the truth is not a clear or unique or real target, it might be more productive to work towards moving our theories and understanding as far away from falseness (something we feel we have a better handle on?) as possible. It is unclear if the existence of a single truth, or the gory details of how we define the word, changes the way we do science, but believing that truth is out there make some sleep much better at night.

We appeared to have a relative consensus that the motivation of science is (or should be)  understanding. The more difficult question is determining the best way to effectively strive towards understanding, and how to recognize its form for your question or system of interest. While in some systems (organic chemistry, classical mechanics...) understanding is the sum of a good understanding of the physical forces and laws dominating the sub-systems. On the other hand, complex systems, like the Earth's climate, can be a different beast. In these systems understanding needs to be more than piece-by-piece, and might be centered more around identifying the important interactions between the components, without necessarily attributing causality (ie. ENSO). 

What understanding of a system means is highly sensitive to the question you are asking and the domain you are considering. For instance if your question about climate is “what controls temperature?” and your domain is the Northern hemisphere, 0-2Myrs ago, on 100kyr timescales, what you accept as an understanding of the system will be very different than if you defined your goal some other way. It is likely much more tractable (and meaningful?) to search for understanding in such a constrained way, as just looking for a General Theory of Climate is a bit overwhelming. 

Understanding and the ability to make good predictions do not always accompany each other, and the relationship between the two seems worthy of further thought. 

One way to recognize when we understand something is to look for when we can explain it in terms of simpler theories that we already believe we understand. In this view it becomes more and more important to critically assess the supporting theories with systems of  increasing complexity. Perhaps we can recognize good problems as those that have the potential to be understood in terms of things we already understand. 

A practical point concerns whether the current institutional and cultural setting encourages or discourages work that best advances understanding. Our institutional science machine is currently far from ideal, but how do we fix it?

Our readings pointed out that often great scientists remain loyal to their theories in the face of empirical evidence that should strictly falsify them. However we can not simply think of this as doing dirty science since data are laden with theoretical biases and observational uncertainties, so the true line of falsification is a fuzzy one. 

How we think about science as a process should inform how we teach science. We want to avoid the myth of the cookbook scientific method, but how do we (or do we) train budding minds to make creative leaps and make the subjective/aesthetic judgments that seemed to aid some of the great minds in advancing our understanding? Do we train problem-solvers? revolutionaries? falsifiers? model builders? all/none of the above?

Science(?):

· Goal- Understanding

· Entity- Body of critically examine knowledge, as far from the false (or close to the truth) as we can manage

· Methods- Falsification, Deduction, Induction, Paradigms, Theories, Models

· Traits – Honesty, No ego, Skepticism, Simplicity, Lucidity  

4. Week 4:  Models

4.1 The Agenda/Task 

Task:

We'd like to push things towards considering the role of models in building knowledge. From the encyclopedia entry, it is clear that there is an enormous range of different kinds of models. Are these distinctions subtle and important, or an irrelevance for what we typically do? As ever, read, digest, and cogitate. Email cogitations to us please by Tuesday evening.

Readings:

 Levins, strategy of model building in Population biology (pdf)
 Stanford encyclopedia on models, Frigg et al., 2006 (as for last week) (pdf)
 Polya - how to solve it, 1944 (selections) (pdf)
 If you have the time read all of the Polya excerpts, it is a lovely book. The problem-solving dialogue between a teacher and a student is a gem If not enought time, focus on:

 1. the problem solving check list (p. xvii)

 2. part II. How to solve it - a diaglogue (p. 33)

 3. the entries on practial problems (p.149), progress and achievement, (p157), signs of progress, (p178)

4.2 Summary

4.2.1 Week 5 Summary by Roo

This week, we began the transition from more abstract discussions on the nature of the truth to begin to examine the nature of models in science.  Our discussion focused on the ‘Strategy of Model Building in Population Biology’ reading by Levins.  Levins put forth that models can strive for ‘generality,’ ‘precision’ and ‘realism,’ but must sacrifice one of these virtues in order to pursue the other two.  Much of our time defining these terms and investigating how this view of models fits with our experience in our field.  

Generality, we thought, referred to the ability of a model to be applicable to a wide range of situations.  A general model should be a more comprehensive one.  An example we came up with, that sacrifices generality, in favor of precision and realism is a weather forecasting model.  While considering many physical processes and providing detailed predictions, such a model lacks generality because it is only really applicable to the domain of plus or minus a few days, within our current climate regime.  

We defined a model having precision as one with well defined results related to the problem of interest.  A precise model may have a very quantitative result.   Levin’s favored this sort of model, which may give only a qualitative result in the interest of preserving realism and generality.  An example from our field would be a schematic of el nino, which may tell us that we expect things like warmer or colder sea surface temperatures in the eastern tropical Pacific, depending on el nino versus la nina conditions.

A model having the virtue of realism, we decided, should do a good job of reproducing reality.  Such a model should have an accurate representation of the physics essential to the problem at hand.  A box model may be an example that sacrifice realism, by ignoring important physics.  Such models still have the potential to be general and precise. 

After reaching a level of consensus about the definitions of these categories we can use such distinctions in our field.  To do this, we agreed, we cannot separate the model from the research question that we are asking.   Certainly, knowing the type of answer we are looking for (e.g. predict temperature in 2x CO2 world versus understanding underlying physics) will be important for what type of model we choose. (My problem = a nail ( let’s use a hammer).  Furthermore, knowing the limitations of our model, and what virtue it sacrifices, may give us insight into which problems our model may better elucidate (I’ve got a screwdriver ( lets find some screws).  


We also pondered if a model increases in complexity and approaches a ‘perfect model,’ do we have to sacrifice less and less in terms of generality, precision and realism.  This line of discussion leads to the metaphor of a branching tree, where we find ourselves ever higher in the twigs as we try to refine smaller and smaller components of our model.  It becomes easy to loose sight of the trunk and the root of the questions we are asking.  Whether improving these details (e.g. cloud microphysics model) increases our understanding of the big problem (i.e. earth climate system) is an open question.  A related open question is whether a ‘planet in a box’ is a useful goal to strive towards.  In wrapping up, we agreed that a useful next step would to be create a Polya-like list of steps we take in our research. 

4.2.2 Summary notes from in-class discussion

Understanding & prediction

Culture: need to have a sense of self-criticism;  full disclosure

CANT SEPARATE THE MODEL FROM THE PROBLEM. 

Problem ( goal  ( model/tool  (could include many types of models, as defined by Levins). Levins states: “A satisfactory theory comes from a cluster of models”. But how sure can you be that when you glue the submodels together – mathematically or mentally – the model will actually be a good model/theory? 

Model  ( Problem ( goal  (this approach could render the “if I have a hammer, all problems are nails” syndrome); or short ciurcut the though process to define what SET of tools are best for the problem.

[As you refine your tools, are you still working on the initial problem?]

GOALS can be described as (by levins):

1. Generality – wide spread applicability

2. Precision – sacrifices realism for accuracy; quantitative predictions

3. Realism – including all the details

For a given model, you are sacrificing something so gain something else. 

If you started fresh (no models at your disposal), would you use the same models to solve your problem?

Examples we could discuss:

Weather Forecast Model (good example of problem -> goal -> tool)

Testing a hypothesis that comes from collecting paleo data (or any other data). For example, D/O events -> CLIMBER -> hone hypothesis -> is model appropriate, based on what you know? -> next step taken ?

Cloud Resolving Model – 

Parameterizations:

How do you define (what are the elements of) a good problem? What is a “good problem”?

Are there a set of principles that would make research/progress on a complex problem more efficient? 

Can we made a Polya list for a complex problem?  Draw off experience you have on your own experience/problem 

Is it meaningful to break it up a problem in a complex system into smaller problems and trust when you glue it back together (either mathematically, physically or mentally) you are going to be able to solving your problem (closer to truth)? 

5. Week 5: Models and the Complex Polya Checklist

5.1 The Agenda/Task 

Hey all,

The discussion this week was really productive. Some questions, notes, and comments are appended below. There were also a ton of really insightful comments people sent in, that we never got to talk about in class. Do check them out (posted on web site) - they are brilliant .

1. After a bit of a glut, we are light on readings for this week. Instead let's try and come up with our equivalent to the Polya 'check list' for tackling problems in climate science and Earth sciences. As several people pointed out, our issues may be as much about choosing the right problem as they are about then proceeding to solve it. Feel free to interpret the task as loosely as you want. If you think it is impossible, explain why.

Please do draw from your own research experiences and fields. And give it plenty of thought.

It will be interesting to see what the areas of overlap and differences are. One goal of the whole class was to explore whether we could identify ways of making our research more efficient in achieving an understanding of messy systems. This exercise is a pretty concrete step in that direction (not to mix metaphors).

Make sure to send everything to David (& me too) - I'll be in Delaware next class.

2. Please also think about what would make for a good case study. We have two papers lined up about the atmospheric general circulation for the week after next. But it'd be great if we can think of two or three more problems that are examples of good (or bad) problems that we can look at to cogitate about what makes them good (or bad). We might pick examples that have been answered, or also, as Justin M suggested, problems that have not yet been answered. Can we apply our check-list (see above!) to get some sense of their tractability? We need to avoid being too exclusive or specialized in these case studies, so it'd be good to come up with lots of possibilities we can pick from.

So no new reading for this week, but we will come back to the following-

Figg - what the heck is a model anyway?

Polya - how to solve it excerpts

Specific questions:-

   1. How do you define (what are the elements of) a good problem? What is a “good problem”?

   2. Are there a set of principles that would make research/progress on a complex problem more efficient?

   3. Can we made a Polya list for a complex problem?  Draw off experience you have on your own experience/problem

   4. Is it meaningful to break it up a problem in a complex system into smaller problems and trust when you glue it back together (either mathematically, physically or mentally) you are going to be able to solving your problem (closer to truth)?

Cheers,

Gerard and David

5.2 Summary

5.2.1 Roo:

Where should I start?  Well, starting with a statement of the problem still sounds like a good idea, as does Visualizing the problem as a whole.  The business about impressing the statement of the problem is some good advice as well.  We don’t want to get ‘lost in the branches.’

Dividing the problem. Identify what knowledge you will need to arrive at a solution for the problem.  What variables/processes must you consider.  You should list these and divide them.  Decide which ones are well known, that you have confidence in.  Decide which ones you are less certain about.  Might these have more than one proposed value? Decide which variables/processes are left unknown.

Examine your formerly aquired knowledge.  What pieces of knowledge are you building your work upon.  What uncertainty does each piece of knowledge have.  Exam this knowledge from all sides.  What assumptions are you making.  What pieces of formerly aquired knowledge are you willing to dispute 

Proceding  Get to work.  It’ll probably take a really, really long time.  Divide your problem into big steps that you can easily relate to your large problem.  Think of the simplest way to model each step, then consider if such simplicity is sufficient.  If it is not, add more complexity.

Looking Back.  So you’ve arrived at an answer.  Well, its wrong.  Ponder how wrong your answer may be.  Do you think it’s a little wrong or way wrong.  What steps in your work add the most ‘wrongness’  can you modify these steps.  Identify what factor limits your ability to approach the truth.  Compare to your previously acquired knowledge.  Can you demonstrate your solution to be less wrong than any established ideas?  Should you modify you’re knowledge base?  Examine all of your assumptions and shortcuts.  To what domain is your solution limited to.

5.2.2 David’s notes (unedited)

1. Statement of the problem: iterate to you get to a question you think you can answer. 

Assess complexity of system. This might create a list of sub-questions, or sub-systems that need to be understood. The process should lead to a clean statement of the problem, and the goals that you have to solve the problem (understanding; realism; reduce uncertainty, etc), and an a priori statement of what it would take for you to be satisfied with the results. 

i) What is the problem? What are your goals? What do you want to learn/predict, etc? Make a plan: 

ii) Understanding the complexity of the system: can a sub-system be defined by medium, temporal scale, spatial scale?

iii) What are the assumptions? What tools/data do you need to solve the subsubsystem questions? What do you require from each of these subsystems (what results are you aiming for?) to move on to the bigger problem? 

iv) What type of result is required from examining each subsystem, such that it makes sense to go the next step and glue the sub-systems together?

2. If you solve all the sub-system questions, how do you know that in gluing them together you will get something sensible (ie, relevant to the big problem you are trying to solve). 

3. Are you looking for a result that narrows down the possibilities, or confirms or falsifies the big question? 

4. What tools do you need to solve the problem? 

5. How much time are you willing/do you have to solve the problem? Is the end result more a statement of a hypothesis, or is it really new knowledge? 

6. Self critique is critical at the end.  Critical evaluation is essential. 

The good problem might be one that has one or more of the following outcomes: 

i) the result makes a surprising prediction that is verified;

ii) the result significantly narrows the possible solutions;

iii) the result reconciles some apparent discrepancies in data/models/etc. 

Science – exploration, hypothesis, evaluation  loop  - > knowledge

5.2.3 More random notes (from David):

 Understanding & prediction

 Culture: need to have a sense of self-criticism;  full disclosure

 CANT SEPARATE THE MODEL FROM THE PROBLEM. 

 Problem  goal   model/tool  (could include many types of models, as defined by Levins). Levins states: “A satisfactory theory comes from a cluster of models”. But how sure can you be that when you glue the submodels together – mathematically or mentally – the model will actually be a good model/theory? 

 Model   Problem  goal  (this approach could render the “if I have a hammer, all problems are nails” syndrome); or short ciurcut the though process to define what SET of tools are best for the problem.

 [As you refine your tools, are you still working on the initial problem?]

 GOALS can be described as (by levins):

 1.    Generality – wide spread applicability

 2.    Precision – sacrifices realism for accuracy; quantitative predictions

 3.    Realism – including all the details

 For a given model, you are sacrificing something to gain something else. 

 If you started fresh (no models at your disposal), would you use the same models to solve your problem?

 Examples of models/problems we can discuss:

 Weather Forecast Model (good example of problem -> goal -> tool)

 Testing a hypothesis that comes from collecting paleo data (or any other data). For example, D/O events -> CLIMBER -> hone hypothesis -> is model appropriate, based on what you know? -> next step taken ?

 Cloud Resolving Model – 

 Parameterizations:

The Complex Polya List – Synthesis from discussion and all our lists 

Statement of the big problem:

Is there a clear statement of the big question? Is it a good big question? Identify the reasons why there is (or isn’t) confidence that the big question is tractable.

a. You should think hard and critically to construct a clear statement of the problem, and the goals that you have in solving the problem (understanding; realism; reduce uncertainty, etc), and to make an a priori statement of what it would take for you to be satisfied with the results.

Why do I care about this question? What is my motivation? Am I being honest with myself and others?

What is the problem? Is there more than one question? If so, restate the problem by breaking it up into separately-answerable questions or subproblems. 

Do I have hypotheses or just questions? If I have hypotheses, are they falsifiable (by the available data and models)?

What are your goals? What do you want to learn/predict, etc? What is the goal of this work? Are you trying to simulate nature? Are you trying to achieve a theoretical understanding? These goals are different and typically are contradictory. 

Iterate on your initial problem statement until to you get to a question you think you can answer. 

Are you looking for a result that narrows down the possibilities, or confirms or falsifies the big question? 

Will the end result be more a statement of a hypothesis, or will it really build new knowledge? 

Does there appear to be potential that I can understand this problem in terms of a combination of simpler concepts that I (or somebody) already have a good grasp on? 

A good problem might be one that has one or more of the following outcomes: 

· the result makes a surprising prediction that is verified;

· the result significantly narrows the possible solutions;

· the result reconciles some apparent discrepancies in data/models/etc. 

2. Assess complexity of system. 

This might create a list of sub-questions, or sub-systems that need to be understood.

a. Understanding the complexity of the system: can a sub-system be defined by medium? By temporal scale? By spatial scale?

b. Can you imagine what the solution might look like for the big problem? What kind of answers might be possible?  Be clear on whether you are trying to find an exact answer or are you trying to bound the range in which the right answer lies? 

3. Make a plan

a. Have other people attempted to solve the same or a related problem? What was their approach and why did it fail? What prior knowledge is there that could shed light upon my question? How much will I be dependent upon that knowledge? What is the quality of that knowledge?

b. Is there an analogous solved problem that I can steal methods from?

c. Lay out alternative recipes (or ‘routes’) to the solution to the big problem. Can you identify a series of steps that might lead to a solution? 

d. Can this problem be approached by isolating components of the system or by defining subproblems or a smaller piece of the big problem, then understanding these components/subproblems, and then piecing them back together? What are there crucial steps in this chain? Are there any steps that are ‘deal breakers’, that they seem hopelessly complex or that no critical test can be defined? If so, either pick a different big problem, or pick a different set of steps to the solution.

e. Is the core of this problem understanding one of the pieces or understanding the interactions between the pieces? Do I know?

4. Defining the smaller subproblems:

In determining the smaller problem/subproblems, ask yourself the following:

a. Does the smaller piece of the problem feel ‘right’? (Is it clear the smaller problem is tractable and it is importance for the big problem?)

b. Does the smaller piece challenge the prevailing understanding of the big problem, or is it going to be mainly comfirmatory of (i.e., a positivist take on) existing ideas. 

c. Is it clear that this smaller piece is essential for the bigger problem? If not, search for a different small question.

d. To what degree is the smaller problem a critical evaluation of an existing idea? Are you prepared to (can you) state your critieria in advance for what will constitute a failure?

e. What is the most precise statement of the smaller question? What is the most precise statement of the background knowledge that will be assumed, and what is the level of confidence that can be attached to it? It is tremendously important to clearly lay out the foundations of the work that will be done. In doing this, the path to the solution of the smaller piece will be clearest.

f. Revisit your problem statement and goals. Is the problem solvable? Does your plan address the problem and will you achieve your goals if you follow your plan? Do you have the skills to solve the problem?

g. How much time will be required to solve the problem? … to solve each of the subproblems? How much time are you willing to put in (or can you afford) to solve the problem? 

h. If you solve all the sub-system questions, how do you know that in gluing them together you will get something sensible (ie, relevant to the big problem you are trying to solve). Is there a clear sense that the solution to the bigger problem will arise from combing the understanding gained about the smaller problems? If not, either pick a different big problem, or pick a different set of steps to the solution.

5. Plan the solution for the subproblems: 

a. Think about this smaller piece. Think hard about it. Drink beer and coffee with your mates until you get an idea about it. Can you frame this idea as a potentially falsifiable idea?  

b. In tackling this smaller problem are you critically evaluating something, or are you building a case in favour of your idea? Either can be productive, but the process should be clear.

c. What tools (model, data, theory, etc) are needed to solve each of the subsystem questions? Clearly state the trade-offs you are making between generality, precision, and reality.

d. Define clearly the meaning of your combined model and problem. Are you trying to represent reality? Are you learning lessons from a toy model? Are you making deliberate distortions of nature to enhance understanding? Are your goals and the model you are using commensurate with each other?

e. Is the model the simplest one appropriate for the thing you want to understand? If it is more complicated than necessary, how might those complications constrain/affect the understanding?

f. For each subsystem question, what are the assumptions? What are the uncertainties? Do you need key collaborators from outside your expertise to solve one or more subsystem problem? What do you require from each of these subsystems (what results are you aiming for?) to move on to the bigger problem? 

g. What type of result is required from examining each subsystem, such that it makes sense to go the next step and glue the sub-systems together?

6. Assess the results:
a. Are the results plausible? Are there any surprises from the model? How do those surprises challenge existing understanding? Are they consistent with what we know (about the climate system)?
b. Might a different model produce a different answer? How does that affect the interpretation of the answer?

c. Do you trust your answer? Under what circumstances can you conceive of a difference answer? If you can define an opposite answer, is that remotely possible, or is it only a questions of degrees.

d. Give the best possible statement of the understanding achieved, given the clarity of the answer achieved for the smaller problem, its importance for the big question, and the level of confidence in the background knowledge.
e. Articulate clearly the implications of what has been done. How has the initial idea been confirmed? What is new? Does your solution suggest new questions to be answered or dilemmas to be resolved? 
f. Did the work done answer a different question from the one you began with? Is that question useful?

g. Go to the next subproblem ….

7.  Putting the pieces together:

       Need something here. 

8. Self-critique is critical at the end.  Critical evaluation is essential. 

a. An attitude of ‘skeptical enquiry’ must, eventually, be applied to all scientific research. There may well be intervals of time where an argument is constructed or ‘assembled’, during which it may be convenient or necessary to assume it is true and to explore the consequences But if the argument never gets critically tested, then fundamentally the work is not scientific. Building in mechanisms and tests for the argument to get challenged along the way ought to be seen as a very positive aspect of a piece of work.

b. Contributions that are not skeptical in attitude ought to clearly acknowledge the fact, or face severe criticism.

6. Week 6: Models in Climate Science

6.1 The Agenda/Task 

6.2 Summary

6.2.1 David’s Notes: 

Lorenz: 

· Search for a theory of climate. Says he doesn’t know if it such a thing exists. 

· Then he goes through a bit of the history: Hadley -> secondary circulations and maintenance of the midlatitude circulations -> tropics and angular momentum constraints for a refined “Hadley circulation”. These are all subproblems that were solved. 

· Can you glue the answers to the subproblems together to come up with a theory of climate? Lorenz says that doing this does not give us a theory of climate because you still have to explain why the eddies do the work they do (in midlatudes and the tropics). What is lacking … is a real physical into the mechanism through which the troughs and ridges acquire their typical orientations.” A true theory would explain this too, and it would answer whether there were fundamentally different regimes that are also possible. 

Held:

· We have comprehensive models.

· These high-end models are of great practical value – mainly simulating and predicting (weather forecasting, estimating the basic response to doubling of CO2, etc). They need to be as realistic as possible.

· Argues that there is no value in using these models for elegant problems (ie, for understanding). 

· These models (and thus their results) are inevitably (and usually quickly) replaced by increasingly comprehensive models. Hence, these models and the results from them become obsolete quickly. They are abandoned for more comprehensive models

· We have idealized models.

· These models are used for understanding: developing knowledge and intuition. They should be elegant – only as comprehensive as they need to be: they require a certain level of realism so they can be used to confront the comprehensive models, but not so much to be too difficult to use. An example of a bad model would be CLIMBER (as applied to the THC hypothesis for D/O events) – the processes thought to be important are exactly those that are most unrealistic in the model. 

· These ‘models’ are of lasting value (“elegance and lasting value are correlated”) – because they build understanding/knowledge (one goal). 

· Also argues that it is only through these models that we will be able to build more realistic comprehensive models (a different goal). 

· Argues that there are too many of these models that are not used enough and used enough by larger groups of people to make them truly valuable, and the models that do exist are not often used to confront the comprehensive models.

· The utility of these models is – for some people – difficult to see (this includes our peers and people at funding agencies).

· Isaac argues that climate science has not been good at making the link between idealized models and comprehensive models.

· As a result, the lessons learned w/ idealized models are not often evaluated wrt the comprehensive models.

· “Without the solid foundation provided by the careful study of appropriate model hierarchies, there is a danger that we will be faced with a babel of modeling results that we cannot, in any satisfying way, relate to one another.”

· Isaac also states that, to the extent you can pull a problem apart and understand it from the bottom-up (ie, from understanding the pieces), “reductive model development strategy is without a doubt appropriate and efficient”. But – “we are today far from being able to construct out comprehensive models in this systematic fashion.” 

· The value of holistic understanding (through idealized models) for comprehensive “model development is in making this process more informed and less random, and thereby, more efficient.” Without this systematic approach, we are ‘engineering’ our models – is, all we can hope to do is build comprehensive models for simulation. 

· Knowledge (understanding) stems only from the idealized models – including conceptual models – allows us to relate the results from one comprehensive model to the other (which is what the xMIPs are all about). Thus, it allows us to have a more informed way of moving forward in model development. 

· Isaac argues for more comprehensive models.

· Contrast the results between them for developing hypotheses for the differences, and then evaluating these hypotheses using idealized models.

· Note: Isaac’s frustration and perspective is very much shaped by his environment and interests: he is in charge of model development at GFDL; the goal of this group is comprehensive simulation.
6.2.2 Justin’s Summary: 

Knowability Summary, May 10th 2006

1) Quick discussion of Held and Lorenz

It seemed there was a general sense that both Lorenz and Held were trying to get at the question of how well our current scientific approach treats the fundamental uncertainties in our field.  They both have a slightly different description of the gap between understanding and "the truth."

Held seems to advocate for a deliberate and elegant heirarchy of models appropriately designed to answer the big scientific questions we have. Someone suggested he might also advocate for a targeted and agreed-upon approach within the community to address our collective questions.  Held asks a rhetorical question about whether recent scientific effort has significantly or at all narrowed the uncertainty.

Lorenz might say that something more fundamental than missteps in our approach may limit our understanding.  In the case of chaotic systems, Lorenz describes a mathematical limit to the predictability of weather, without strictly constructing a model of the system.  This kind of insight could serve as a guide for directing research priorities--if one set of problems is fundamentally unknowable, would be be better off spending our effort elsewhere?

2) Some essential elements of the Polya approach

In discussing the aspects of the Polya approach, I've tried to (probably artificially) organize the comments people gave into three admittedly overlapping categories, those relating to the structure of the problem selected, those relating to the process involved in working through a scientific question and those having to do with limitations to the Polya approach.

In terms of the structure of problems selected, we discussed the relative merits of a broad conceptual design versus a more "building block" approach based on distinct sets of fundamental understanding.  To the extent we select sub-problems to get at larger problems, the group felt it important to regularly reassess the possible contribution of a sub-problem answer the the "big question."  Whenever you shift or create a new sub-problem, this reassessment should be possible.

Problem selection can also value setting up your question in such a way that it can be probed by a skeptical audience in important and meaningful ways.  Building in space for this can help to promote deeper understanding.  Finally, there may be loose, but workable distinctions between good big and good small problems--good big problems could be composed of many small parts that are tractable.  There was some disagreement over whether or not to consider the relevance of these questions, considering this comes at a cost of properly assessing value.  Good small problems are those which we can a priori tell we will be able to make meaningful progress on.

There was some sense that the process of working through a problem might be better informed by a Polya-style approach.  Would approaching a question through Polya-tinged lenses avoid lost effort when a bit of deliberation would've made you realize the answer was there all along? If your problem lends itself well to the highly structured and organized Polya approach, does that mean you've ambled onto a good problem?  Is there some flexibility in the Polya approach to build a scientific groundwork upon which other, more fundamental, insight may in the future lie?  These are all questions we might like to know.

Finally, there was some recognition that there are limitations to how much Poly-ana research we can realistically pursue.  Institutional constraints, the research funding environment, and current research directions that might provide traction all influence the sphere of available questions.  Some bright person mentioned that building flexibility into the exploration of a topic is therefore fundamental to advances in understanding.

3) Abrupt Climate Change: An application of Polya (and everything else)

The first question asked in shifting to our case study of Abrupt Climate Change was, "What is the PROBLEM?"  There were a lot of nodding heads after this, so I guess the general consensus was that this was a poorly-posed problem as it stood.

We then received the suggestion of, "What is abrupt climate change?" and then structured a set of increasing detailed questions including: a) How rapidly can climate change?, b) How rapidly can climate / isotope ratios change at Summit, Greenland?, c1) How <what are the mechanisms> does climate / isotope ratio change at Summit, Greenland?, and c2) Were climate / isotope changes at Summit coherent with changes in the region (e.g., were the same abrupt climate changes noted at Dye3, NorthGRIP and Camp Century?  What about in the North Atlantic)?   All this was constructed as a mock exercise in how to structure and evaluate a heirarchy of questions.

Many specific definitions would be required in answering any of the above questions, including definitions of climate, climate change, abrupt climate change, regime shifts, space scales, and time scales. Discussing these definitions openly can help us honestly interpret the strengths and weaknesses in the link between our problem and the big question we hope to address.

If we adopted such an approach, we should be mindful of the most efficient course of action given the current lay of the land and the "hammers" at our disposal.  We should question whether the data is of sufficient quality or quantity to be able to meaningfully contribute. We should also question whether the models are of an appropriate design to be able to comment.  Will the result of our investigation into the sub-problem therefore be noteworthy?

6.2.3 Jimmy’s Summary:

Here are the notes I took for the discussion.  David’s notes were more than sufficient, and there is some overlap in these or places where I point to his notes.   But; since I wrote these down, I thought that I would share them.

**The focus of the discussion was the Isaac Held paper:  The Gap between Simulation and Understanding in Climate Modeling.

*We also decided to focus on just one case study.  The topic will be decided in vote over email.

*We also wanted to continue to make additions and modifications to the Polya list, if you have any comments send them to the whole group.

___

Held asks:  How do we decide which models to focus on?

He defines elegant models as those which are idealized enough that they can be understandable, but also realistic or at least provide results that are relevant to the simulation models.

--

What direction should you build a simple model; from the bottom up or from the complex down?  [This is a question/topic that has come up frequently in the discussions.   The answer might depend on what question the model is meant to address]

As computer power increased, the field should have progressed upwards gradually through different levels of complexity, but it did not.  Why?

Changes in climate models occur based on:  (1) what the deficiencies are.  (2) who wants to work on the deficiencies.

MIPS-see David’s notes

-when models give the wrong answers for different reasons, MIPS can be misleading.

-model comparisons are often results driven, this can lead to “group think” processes rather than a wide range of methods to solve a problem.

Held seems to say that high-end models are only good for prediction and simulation, do we agree with that?  No!  Mike Town-Yes!

Return to the discussion of Held’ elegant models.  Such models are difficult to create.  

What are simple systems:  pieces of a complex system or idealizations that explain the big picture while decreasing the complexity.

-0-

If a model run is physically implausible, is it useful?  Yes.  Such models can help in the understanding of the behavior of the model.  Yes.  Sometimes these runs can give hints.

-0-

What is the value of the Lorenz equation?  (1) It gives us a language for discussing climate (regimes, bifurcations etc).  (2)It offers insight into the role of S.I.C.  sensitivity of initial conditions.

(3) It might give insight into the feedbacks of nonlinearity.  –Maybe, but climate science has explained a lot using linearity.

True-but the understanding the non-linearity is the next step.

But if a system is highly non-linear, what is the point in looking at simpler or linear models (from a climate perspective).  –thinking nonlinearly is hard.  We use simple models because we can think about the,.

-0-

Isaac’s job is to create the next generation of simulation model.  He seems to be frustrated because he wants the climate community to work together to make it easier to know how to improve the simulations. E.g. there are a lot of toy models that have not helped to build understanding.

Held would like a systematic approach to using simple models, an iterative method by which simple model research feeds back on simulation models.

-0-

There is another part to his definition of  ‘elegance’: the model must be general, usable, accessible.

-0-

Obstacles: which model to choose?  Which pieces of a complex problem to we focus on?

Having focused efforts is good, but it should not come at the expense of every other piece of climate science research.

-0- 

Should the goal of climate science be driven by simulation models, or is this Isaac’s focus currently, since its his job?

Making simple models more accessible would be an easy improvement.

Key side note:  simple models do not need to be software, they can be ideas.

7. Week 7: Abrupt Climate Change, Part I

7.1 The Agenda/Task 

Case study: rapid climate change

So we bow to your democratic demands, and will do rapid climate change as a case study. (It was the winner by a wide margin, except for a recount in Florida)

 We were a little reticent to pick this for a couple of reasons a) it is all too easy to be negative, and b) not everybody may have the background. On the other hand any problem probably has these properties. So let's strive to be constructive:


• 
How do we move forward to make progress if we declare this to be our 'big problem?'


• 
How does thinking about a practical problem change our 'check lists'?

It is a big messy problem that has many aspects. None of us has enough background in all of these aspects. What we really want to do is focus on the lessons we can learn about how to tackle complex problems, as much as it is about this particular issue.

Lets just see how it goes. 

 Next week will hopefully star Eric Steig, who will give us the benefit of his wisdom on the issue (or it will be me doing a shoddy impersonation). Then in 9th week we can brainstorm on a recipe for research going forward on this issue.

1. So, for this weeks meeting, please review/email comments


• 
David's effort to sythesize a checklist (link). Right now the list is quite long. Can it be distilled more succinctly? What is missing/wrong/not generally applicable?

2. Rapid climate change overview articles/email comments


• 
Alley et al., 1999: making sense of millennial-scale climate change (pdf)

• 
Rahmstorf., 2002: ocean circulation and climate during the past 120,000 years (pdf)
If you have read the above before, as many of you have, also try to get to this Seager and Battisti production


• 
Seager and Battisti, 2006: Challenges to our understanding of the general circulation: abrupt climate change (pdf)
7.2 Summary

8. Week 8: Abrupt Climate Change, Part II

8.1 The Agenda/Task 

Background papers:


• 
Alley et al., making sense (pdf)

• 
Rahmstorf, role of ocean (pdf)

• 
Seager and Battisti (pdf)
The Game:

 So here's the game we all agreed to play: Bill Gates has rowed across from Redmond, and has given you 100 million dollars to study abrupt climate change. He does not care about the details of what you do but it must be in the general area. You have a conscience and you want to do the best science you can. 

 In this game, what seems like the best way to make progress and to enhance understanding?


• 
What problems do you pick to tackle?


• 
How do you tackle those problems?


• 
What do you expect to be able to learn?

 In other words, we are taking out Polya checklists out for a test drive, and we want to see what we learn by doing this. Lets try and get fairly detailed about the plans.

 Justin suggested picking something quite specific like D/O events and thinking your way up or down the Polya 'tree of possibilities' and, I think, trying to evaluate that specific properties of that problem. That would be great

 I also wanted to make sure that, in contrast to trying to explain a particular observation, that we also come at it from the perspective of understanding fundamental dynamics questions That is, are rapid changes in "circulation regime" (where you get to choose what this means) possible?

 As ever, please send emails by Wednesday morning.
8.2 Summary

9. Week 9: The Complex Polya List for problem X

9.1 The Agenda/Task 

So for our last hurrah, before a glorious summing up.

By Thursday evening, please email us a half dozen or so random topics in climate that you think are interesting (i.e. role of clouds in climate uncertainty; droughts; severe weather). We'll collate them and then set the task of taking 4 of 5 out of these 20 or so topics, and finding a precise, specific, and interesting question to ask, and briefly articulating why it is a good one. Be bold and don't just pick from the subset of alternatives that you yourself suggested!

We are deliberately being slightly harsh task masters on this. The point, we hope, is to internalize (a little) the importance of searching out well posed and doable questions, which seems an important element in what we have talked about so far. Doable and interesting means having a fairly complete sense of what the recipe for proceeding to the solution will look like. We'll do it too.

David and I had the sense that, while the problems suggested in class today were interesting, many were not terribly precisely formulated. Obviously this is somewhat a function of background and experience, but it seems to us that there should always be a striving to ask tractable and realistic questions. Sorry if I said this clumsily in class, or am saying this clumsily now. You are all, obviously, a complete bunch of stars.

I bet that brainstorming with other people is the way to go on this, so definitely pair up and bang heads. We'll see how it goes, declare victory whatever happens, and then go have a BBQ.

Cheers,

Gerard (& David in absentia)

