Know and Knowability 

Week 4 Summary

This week, we began the transition from more abstract discussions on the nature of the truth to begin to examine the nature of models in science.  Our discussion focused on the ‘Strategy of Model Building in Population Biology’ reading by Levins.  Levins put forth that models can strive for ‘generality,’ ‘precision’ and ‘realism,’ but must sacrifice one of these virtues in order to pursue the other two.  Much of our time defining these terms and investigating how this view of models fits with our experience in our field.  

Generality, we thought, referred to the ability of a model to be applicable to a wide range of situations.  A general model should be a more comprehensive one.  An example we came up with, that sacrifices generality, in favor of precision and realism is a weather forecasting model.  While considering many physical processes and providing detailed predictions, such a model lacks generality because it is only really applicable to the domain of plus or minus a few days, within our current climate regime.  

We defined a model having precision as one with well defined results related to the problem of interest.  A precise model may have a very quantitative result.   Levin’s favored this sort of model, which may give only a qualitative result in the interest of preserving realism and generality.  An example from our field would be a schematic of el nino, which may tell us that we expect things like warmer or colder sea surface temperatures in the eastern tropical Pacific, depending on el nino versus la nina conditions.

A model having the virtue of realism, we decided, should do a good job of reproducing reality.  Such a model should have an accurate representation of the physics essential to the problem at hand.  A box model may be an example that sacrifice realism, by ignoring important physics.  Such models still have the potential to be general and precise. 

After reaching a level of consensus about the definitions of these categories we can use such distinctions in our field.  To do this, we agreed, we cannot separate the model from the research question that we are asking.   Certainly, knowing the type of answer we are looking for (e.g. predict temperature in 2x CO2 world versus understanding underlying physics) will be important for what type of model we choose. (My problem = a nail ( let’s use a hammer).  Furthermore, knowing the limitations of our model, and what virtue it sacrifices, may give us insight into which problems our model may better elucidate (I’ve got a screwdriver ( lets find some screws).  


We also pondered if a model increases in complexity and approaches a ‘perfect model,’ do we have to sacrifice less and less in terms of generality, precision and realism.  This line of discussion leads to the metaphor of a branching tree, where we find ourselves ever higher in the twigs as we try to refine smaller and smaller components of our model.  It becomes easy to loose sight of the trunk and the root of the questions we are asking.  Whether improving these details (e.g. cloud microphysics model) increases our understanding of the big problem (i.e. earth climate system) is an open question.  A related open question is whether a ‘planet in a box’ is a useful goal to strive towards.  In wrapping up, we agreed that a useful next step would to be create a Polya-like list of steps we take in our research. 

