states will eventually evolve into considerably different states (Lorenz, 1963).

Now the state of the atmosphere as it is observed and recorded, and the state as it actually exists, may be regarded as two slightly different initial states. The predicted behavior and the actual behavior will therefore diverge from one another. Thus no method of forecasting can be expected to produce good forecasts for the far distant future.

The numerical simulations further indicate that small differences between the predicted and actual distributions of the weather elements may double in about five days, in the root-mean-square sense. This figure is highly tentative, but if it is correct we should some day be able to forecast a week in advance as well as we now forecast one or two days in advance. Forecasting the general trend of the weather may be possible at much longer range; for example, we may be able to say whether next winter will be a warm summer or a cold winter. It seems most unlikely, however, that we shall ever make good weather forecasts for a particular day a month or more in advance.
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But there is increasing evidence that demographic time and evolutionary time are commensurate. Thus population biology must deal simultaneously with genetic, physiological, and age heterogeneity within species of multispecies systems changing demographically and evolving under the fluctuating influences of other species in a heterogeneous environment. The problem is how to deal with such a complex system.

The naive, brute force approach would be to set up a mathematical model which is a faithful, one-to-one reflection of this complexity. This would require using perhaps 100 simultaneous partial differential equations with time lags; measuring hundreds of parameters, solving the equations to get numerical predictions, and then measuring these predictions against nature. However:

(a) there are too many parameters to measure; some are still only vaguely defined; many would require a lifetime each for their measurement.

(b) The equations are insoluble analytically and exceed the capability of even good computers.

(c) Even if soluble, the result expressed in the form of quotients of sums of products of parameters would have no meaning for us.

Clearly we have to simplify the models in a way that preserves the essential features of the problem. The difference between legitimate and
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(b) The equations are insoluble analytically and exceed the capacity of even good computers.

(c) Even if soluble, the result expressed in the form of quotients of sums of products of parameters would have no meaning for us.

Clearly we have to simplify the models in a way that preserves the essential features of the problem. The difference between legitimate and
illegitimate simplifications depends not only on the reality to be described but also on the state of the science. The early pioneering work in population genetics by Haldane, Fisher, and Wright all assumed a constant environment in the models although each author was aware that environments are not constant. But the problem at hand was: Could weak natural selection account for evolutionary change? For the purposes of this problem, a selection coefficient that varies between .001 and .01 will have effects somewhere between constant selection pressures at those values, and would be an unnecessary complication.

But, for us today, environmental heterogeneity is an essential ingredient of the problems and therefore of our mathematical models.

It is of course desirable to work with manageable models which maximize generality, realism, and precision toward the overlapping but not identical goals of understanding, predicting, and modifying nature. But this cannot be done. Therefore, several alternative strategies have evolved:

1. Sacrifice generality to realism and precision. This is the approach of Holling, (e.g., 1959), of many fishery biologists, and of Watt (1956). These workers can reduce the parameters to those relevant to the short-term behavior of their organism, make fairly accurate measurements, solve numerically on the computer, and end with precise testable predictions applicable to these particular situations.

2. Sacrifice realism to generality and precision. Kerner (1957), Leigh (1955), and most physicists who enter population biology work in this tradition which involves setting up quite general equations from which precise results may be obtained. Their equations are clearly unrealistic. For instance, they use the Volterra predator-prey systems which omit time lags, physiological states, and the effect of a species' population density on its own rate of increase. But these workers hope that their model is analogous to assumptions of frictionless systems or perfect gases. They expect that many of the unrealistic assumptions will cancel each other, that small deviations from realism result in small deviations in the conclusions, and that, in any case, the way in which nature departs from theory will suggest where further complications will be useful. Starting with precision they hope to increase realism.

3. Sacrifice precision to realism and generality. This approach is favored by MacArthur (1965) and myself. Since we are really concerned in the long run with qualitative rather than quantitative results (which are only important in testing hypotheses) we can resort to very flexible models, often graphical, which generally assume that functions are increasing or decreasing, convex or concave, greater or less than some value, instead of specifying the mathematical form of an equation. This means that the predictions we can make are also expressed as inequalities as between tropical and temperate species, insular versus continental faunas, patchy versus uniform environments, etc.

However, even the most flexible models have artificial assumptions. There is always room for doubt as to whether a result depends on the essentials of a model or on the details of the simplifying assumptions. This problem does not arise in the more familiar models, such as the geographic map, where we all know that contiguity on the map implies contiguity in reality, relative distances on the map correspond to relative distances in reality, but color is arbitrary and a microscopic view of the map would only show the fibers of the paper on which it is printed. But, in the mathematical models of population biology, it is not always obvious when we are using too high a magnification.

Therefore, we attempt to treat the same problem with several alternative models each with different simplifications but with a common biological assumption. Then, if these models, despite their different assumptions, lead to similar results we have what we can call a robust theorem which is relatively free of the details of the model. Hence our truth is the intersection of independent lies.

Robust and Non-robust Theorems

As an example of a robust theorem consider the proposition that, in an uncertain environment, species will evolve broad niches and tend toward polymorphism. We will use three models, the fitness set of Levins (1962), a calculus of variation argument, and one which specifies the genetic system (Levins and MacArthur, 1966).

Model I assumes:

1. For each phenotype there is a best environment $s_i$, and fitness $w$ declines with the deviation of $s_i$ from the actual environment. Although the curves $W(s - s_i)$ in nature may differ in the location of the peak at $s_i$, the height of the peak, and the rate at which fitness declines with the deviation from the optimum, our model treats all the curves as identical except for the location of the peak $s_i$.

2. The environment consists of two (easily extended to $N$) alternative facies or habitats or conditions. Thus, on a graph whose axes are $W_1$ and $W_2$, the fitnesses in environments 1 and 2, each phenotype is represented by a point as in Figure 1. The set of all available phenotypes is designated the fitness set. Since a mixed population of two phenotypes would be represented by a point on the straight line joining their points, the extended fitness set of all possible populations is the smallest convex set enclosing the fitness set. In particular, if the fitness set is convex then population heterogeneity adds no new fitness points, whereas, on a concave fitness set, there are polymorphic populations represented by new points. It remains to add that, if the two environments are similar compared to the rate at which fitness declines with deviation (that is,
similar compared to the tolerance of an individual phenotype), the fitness set will be convex. But as the environments diverge the set becomes concave.

3. In an environment which is uniform in time but showing fine-grained heterogeneity in space, each individual is exposed to many units of environment of both kinds in the proportions \( p \) to \( 1 - p \) of their occurrence. Thus the rate of increase of the population is

\[
pW_1 + (1-p)W_2
\]

If the environment is uniform in space but variable in time, the rate of increase is a product of fitnesses in successive generations, \( W_1 W_2^{1-p} \). For the two situations these alternative functions would be maximized to maximize over-all fitness. The 1962 paper did not distinguish between coarse- and fine-grained environments and therefore gave the linear expression for spatial heterogeneity in general.

The rest of the argument is given in the figure. The result is that, if the environment is not very diverse (convex fitness set), the populations will all be monomorphic of type immediately well-adapted to both environments. If the environmental diversity exceeds the tolerance of the individual (concave fitness set) then spatial diversity results in specialization to the more common habitat while temporal diversity results in polymorphism.

Model II does not fix the shape of the curve \( W(s - s_0) \). Instead we fix the area under the curve so that \( \int W(s)ds = C \). Subject to this restriction, we maximize the rate of increase, which is \( \int W(s)P(s)ds \) for a fine-grained spatial heterogeneity and \( \int \log W(s)P(s)ds \) for temporal heterogeneity. \( P(S) \) is the frequency of environment \( S \). In the first case, the optimum population would assign all its fitness to the most abundant environment while in the second case the optimum is \( W(S) = CP(S) \). At optimum, the fitness is \( \log(C) + \int \log P(s)P(S)ds \), or \( \log(C) \) minus the uncertainty of the environment. Thus the more variable the environment, the flatter and more spread out the \( W(S) \) curve and the broader the niche. This analysis does not mention polymorphism directly since it discusses the assignment of the fitness of the whole population. But if the \( P(S) \) curve is broader than the maximum breadth attainable by individual phenotypes, polymorphism will be optimal.

These two models differ in several ways. While the first allows only discretely different environments, the second permits a continuum. While the fitness set specifies how different environments are by showing the relation between fitness in both environments for each genotype, the second treats each environment as totally different, so that fitness assigned to one contributes nothing to survival in any other. Therefore, that they coinide in their major results adds to the robustness of the theorem. Both models are similar in that they use optimization arguments and ignore the genetic system. We did not assert that evolution will in fact establish the optimum population but only the weaker expectation that populations will differ in the direction of their optima. But even this is not obvious. Therefore, in model III, we examine a simple genetic model with one locus and two alleles. The graph in Figure 2 has, as before, two axes which represent fitnesses in environments 1 and 2. The points \( A_A_1 \), \( A_A_2 \), \( A_A_3 \) are the fitness points of the three possible genotypes at that locus. The rules of genetic segregation restrict the possible populations to points on the curve joining the two homozygous points and bending halfway toward the heterozygote's point.

We already know from Fisher that, for rather general conditions, natural selection will move toward gene frequencies which maximize the log fitness averaged over all individuals. In a fine-grained environment, this means that selection maximizes \( \log[pW_1 + (1-p)W_2] \) which is the same as maximizing \( pW_1 + (1-p)W_2 \). But as the environment
becomes more coarse-grained, each individual is exposed to fewer units of environment until, in the limit, each one lives either in environment 1 or in environment 2 for the relevant parts of his life. Thus, in a fine-grained environment, heterogeneity appears as an average, in a coarse-grained environment as alternatives and hence uncertainty. Here selection maximizes: \( p \log W_1 + (1 - p) \log W_1' W_1^{1-p} \). We note the following from the figures:

1. In a fine-grained environment average superiority of the heterozygote is necessary for polymorphism. This has nothing to do with the "mixed strategy" polymorphism of previous arguments.
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Fig. 2a. Selection in an environment with average heterosis. Possible populations are represented by points on the curve \( AA_1 \), \( A_A_2 \). The curves \( K, K' \) are samples from an infinite family of curves each connecting points with equal fineness. In a fine-grained, stable environment, the \( K \)-curves would be linear and governed by the equation \( pW_1 + (1 - p)W_1 = K \) for values of \( p \) between zero and one. When these \( K \) lines are steeper (or flatter, resp.) than the slope of the tangent to the \( AA_1, A_A_2 \) curve at the point \( AA_1 \) (or \( A_A_2 \), resp.) then specialization will replace polymorphism.

2. If most of the environment is of type 1, there can be no polymorphism. Only when \( p \) is closer to 0.5 than the slope of the curve \( AA_1, A_A_2 \) will the population become unspecialized.

3. In a coarse-grained environment the same holds—a sufficient heterogeneity is required to broaden the niche. But now polymorphism is an optimum strategy in the sense that a population of all heterozygotes would not be optimal.

4. As the two environments become more similar, \( W_1 \) approaches \( W_2 \) for each genotype. Then the optimum is a single genotype, and polymorphism can only come about as an imposition of the facts of segregation when the heterozygote is superior.

Other work on the joint evolution of habitat selection and niche breadth, on the role of productivity of the environment, and on food-getting procedures all converge in supporting the theorem that environ-

mental uncertainty leads to increased niche breadth while certain but diverse environments lead to specialization.

As an example of a non-robust theorem, consider the proposition that a high intrinsic rate of increase leads to a smaller average population (productivity is opposed to biomass). This result can be derived from the logistic equation for population growth:

\[
\frac{dn}{dt} = rz(K - n)/K
\]

where \( z \) is the population size, \( r \) is the intrinsic rate of increase, and \( K \), the carrying capacity or saturation level, is an environmental variable.
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Fig. 2b. Selection in an uncertain (coarse-grained) environment without average heterosis. The points of tangency of the \( K \) curve to the curve \( AA_1, A_A_2 \) are the favored gene frequencies, one specialized and one polymorphic.

Leigh (1965) showed that it also holds for a Volterra system of many prey- and predator-species without a saturation level \( K \). However both results have a common explanation in the model in which high \( r \) not only increases the rate of approach toward \( K \) from below but also speeds the crash toward \( K \) from above. This latter property was certainly not intended in the definition of \( r \), and may or may not be true depending on how resources are used. Further, even in the simple logistic, the result can be reversed if we add a term \(-pz\) to the right hand side to indicate extraneous predation. Thus the theorem, although interesting, is fragile and cannot be asserted as a biological fact. We may be dealing here with a case of examining a map under the microscope.

**Sufficient Parameters**

The thousand or so variables of our original equations can be reduced to manageable proportions by a process of abstraction whereby many
terms enter into consideration only by way of a reduced number of higher-level entities. Thus, all the physiological interactions of genes in a genotype enter the models of population genetics only as part of “fitness.” The great diversity in populations appears mostly as “additive genetic variance” and “total genetic variance.” The multiplicity of species interactions is grouped in the vague notions of the ecological niche, niche overlap, niche breadth, and competition coefficients. It is an essential ingredient in the concept of levels of phenomena that there exists a set of what, by analogy with the sufficient statistic, we can call sufficient parameters defined on a given level (say community) which are very much fewer than the number of parameters on the lower level and which among them contain most of the important information about events on that level. This is by no means equivalent to asserting that community properties are additive or that these sufficient parameters are independent.

Sometimes, the sufficient parameters arise directly from the mathematics and may lack obvious intuitive meaning. Thus, Kerner discovered a conservation law for predator-prey systems. But what is conserved is not anything obvious like energy or momentum. It is a complicated function of the species densities which may acquire meaning for us with further study. Similarly, working with cellular metabolism and starting like Kerner with a physics background, Goodwin (1963) found an invariant which he refers to metaphorically as a biological “temperature.”

In other cases, the sufficient parameters are formalizations of previously held but vague properties such as niche breadth. We would like some measure of niche breadth which reflects the spread of a species’ fitness over a range of environments. Thus the measure should have the following properties: if a species utilizes $N$ resources equally, it should have a niche breadth of $N$. If it uses two resources unequally, the niche breadth measure should lie between 1 and 2. If two populations which have equal niche breadths that do not overlap are merged, their joint niche breadth should be the sum of their separate breadths. It may be less if they overlap but never more. Two measures satisfy these requirements:

$$\log B = -\Sigma p \log p$$

$$1/B = \Sigma p^2$$

where $p$ is the measure of relative abundance of the species on a given resource or in a given habitat, and

Neither one is the “true” measure in the sense that one can decide between proposed alternative structures for the hemoglobin molecule. Both are defined by us to meet heuristic criteria. The final choice of an appropriate measure of niche breadth will depend on convenience, on

some new criteria which may arise, and on the extent to which the measures lead to biological predictions based on niche breadth. Meanwhile, we should use both measures in presenting ecological data so that they may be compared and studied together. In Table 1 we show some sample niche breadth measures from our study of Puerto Rican Drosophila populations.

### Table 1

<table>
<thead>
<tr>
<th>species</th>
<th>measure I</th>
<th>measure II</th>
</tr>
</thead>
<tbody>
<tr>
<td>D. melanogaster</td>
<td>14.4</td>
<td>10.5</td>
</tr>
<tr>
<td>D. latifasciataforma</td>
<td>15.5</td>
<td>15.7</td>
</tr>
<tr>
<td>D. dunni</td>
<td>11.0</td>
<td>7.6</td>
</tr>
<tr>
<td>D. trizistiata</td>
<td>6.9</td>
<td>5.7</td>
</tr>
<tr>
<td>D. ananaesae</td>
<td>11.2</td>
<td>8.6</td>
</tr>
<tr>
<td>D. repleta</td>
<td>5.5</td>
<td>4.2</td>
</tr>
<tr>
<td>D. nebulosa</td>
<td>6.5</td>
<td>6.2</td>
</tr>
<tr>
<td>D. paramediostriseta</td>
<td>11.2</td>
<td>7.9</td>
</tr>
<tr>
<td>X4 (tripunctata group)</td>
<td>7.2</td>
<td>6.0</td>
</tr>
<tr>
<td>X6 (tripunctata group)</td>
<td>13.9</td>
<td>12.0</td>
</tr>
</tbody>
</table>

The data are based on 21 collections, so that the maximum niche breadth would be 21. Method I is $\log B = -\Sigma p \log p$ and method II is $1/B = \Sigma p^2$, where $p$ is the proportion of the given species taken in each collection.

The sufficient parameters may arise from the combination of results of more limited studies. In our robust theorem on niche breadth we found that temporal variation, patchiness of the environment, productivity of the habitat, and mode of hunting could all have similar effects and that they did this by way of their contribution to the uncertainty of the environment. Thus uncertainty emerges as a sufficient parameter.

The sufficient parameter is a many-to-one transformation of lower level phenomena. Therein lies its power and utility, but also a new source of imprecision. The many-to-one nature of “uncertainty” prevents us from going backwards. If either temporal variation or patchiness or low productivity leads to uncertainty, the consequences of uncertainty alone cannot tell us whether the environment is variable or patchy or unproductive. Therefore we have lost information. It becomes necessary to supplement our theorem with some subordinate models which explain how to go from “uncertainty” to the components of the environment and biology of the species in question. Thus general models have three kinds of imprecision:

1. they omit factors which have small effects or which have large effects but only in rare cases;
2. they are vague about the exact form of mathematical functions in order to stress qualitative properties;
(3) the many-to-one property of sufficient parameters destroys information about lower level events.

Hence, the general models are necessary but not sufficient for understanding nature. For understanding is not achieved by generality alone, but by a relation between the general and the particular.

Clusters of Models

A mathematical model is neither an hypothesis nor a theory. Unlike the scientific hypothesis, a model is not verifiable directly by experiment. For all models are both true and false. Almost any plausible proposed

relation among aspects of nature is likely to be true in the sense that it occurs (although rarely and slightly). Yet all models leave out a lot and are in that sense false, incomplete, inadequate. The validation of a model is not that it is "true" but that it generates good testable hypotheses relevant to important problems. A model may be discarded in favor of a more powerful one, but it usually is simply outgrown when the live issues are not any longer those for which it was designed.

Fig. 3. Relations among some of the components in a theory of the structure of an ecological community. Broken lines enclose alternative equivalent models.
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