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We combine a simplified equation for ice flow with several proposed glacial erosion laws to solve for longi-
tudinal profiles of glaciers in topographic steady state based on prescribed patterns of rock uplift. The solu-
tions produce realistic looking glaciers and are consistent with previous numerical results. Scaling
relationships for the dependence of ice thickness and surface slope on rock uplift and climate (in the form
of an imposed ice flux) emerge from the solutions. The general patterns of these dependencies are robust.
The ice thickness is dependent upon the ice flux and inversely dependent upon the rock uplift, while the sur-
face slope is inversely dependent upon the ice flux and dependent upon the rock uplift. Different erosion laws
lead to only subtle differences in these slope and thickness dependencies. Despite the simplicity of the phys-
ics, a first-order match to an actual, over-deepened fjord profile can be obtained. The results provide a theo-
retical basis for understanding the shape of glacier profiles in tectonically active landscapes, can be used to
benchmark numerical models of glacial erosion, and can readily be incorporated directly into simple models
of orogen dynamics.

© 2011 Elsevier B.V. All rights reserved.
1. Introduction

Glacial erosion is responsible for some of the most spectacular
orogens on Earth, including the classic examples of southeastern
Alaska, the Patagonian Andes, and New Zealand's Southern Alps. Re-
cent numerical models of landscape evolution have begun to incorpo-
rate glacial erosion (Braun et al., 1999; Herman and Braun, 2008;
Kessler et al., 2008; Tomkin and Braun, 2002). However, unlike the
situation for fluvial erosion, there currently exists no simple analytical
framework for examining the steady-state longitudinal profiles of
glacier surfaces and valleys. Such a framework would be helpful, for
example, to develop insight into the interactions among climate, ero-
sion and uplift, and to understand and evaluate the results of complex
numerical models. This study presents such a framework using a few
simple, physically-based glacial erosion laws. We address several
questions: 1) Can steady-state solutions that combine equations for
glacial erosion and flow capture known properties of glacier profiles
for some simple case studies? 2) Do different erosion laws produce
distinctly different valley forms (longitudinal profiles)? 3) Are
large-scale longitudinal profiles of actual glacial valleys and fjords
comparable to our theoretical results?

Models of orogenic evolution must average and parameterize ero-
sional processes that act on significantly shorter time- and length-
scales, instead of explicitly accounting for them. In the case of glacial
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erosion there are a several interacting mechanisms with relevant
time scales that as short as hours and length scales as small as centi-
meters, among them: abrasion (Hallet, 1979, 1981; Iverson, 1995), quar-
rying (Hallet, 1996), and subglacial hydrologic processes (Hooke,
1991; Iverson, 1991; Riihimaki et al., 2005). When glacial erosion
is studied at the scale of a whole glacier, or glacier system, the erosion
rate is often assumed to simply scale with either the sliding speed
(Braun et al., 1999; Herman and Braun, 2008; MacGregor et al., 2000,
2009; Tomkin and Braun, 2002) or flux per unit width (Anderson
et al., 2006; Kessler et al., 2008).

Glacial erosion has been implemented in models of mountain-belt
development. Tomkin and Roe (2007) studied the pattern of glacial
erosion of a critical wedge (where the crust acts as a Coulomb plastic
material and maintains a constant slope), but the form of the glacier
valley was not a focus, as it is here. MacGregor et al. (2000, 2009)
and Anderson et al. (2006) studied the long profiles of glacier valleys
using numerical models, in passive landscapes that did not include
rock uplift. Our results do include the pattern of rock uplift, and also
provide insight applicable to these numerical results. In particular,
we develop scaling relationships that show how such results depend
on different formulations of the erosion law. A further value of the an-
alytical profiles in the present study is that they do not suffer from
any issues regarding numerical resolution or method of solution.

Our derivation of the steady-state formof glacier valley long profiles is
closely analogous to classic derivations of steady-state fluvial valley pro-
files. Fluvial erosion is typically parameterized by some form of river inci-
sion law, representing erosion rate as scaling with stream power or basal
shear stress (Howard et al., 1994; Seidl and Dietrich, 1993; Sklar and
Dietrich, 1998; Whipple and Tucker, 1999). From such assumptions
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arise predictions of how stream slope and area can be related to pat-
terns of precipitation and rock uplift. For instance, the characteristically
concave-up shape of river profiles can be understood as being funda-
mentally driven by the dependence of fluvial incision on the product
of discharge and slope. The empirically-derived laws hold even though
the exact physical mechanism or physical parameters are only poorly
understood or constrained. The intent of this study is to identify wheth-
er a similar level of understanding can be applied to glacier profiles.
There are some differences: for one, whereas the fluvial case focuses
only on the riverbed profile, the glacial solution must predict both the
bed and surface topography of the glacier.

To investigate steady-state glacier profiles, we start by developing
analytical solutions for ice thickness and surface slope that depend
upon climate and tectonic parameters. A variety of erosion laws are pre-
sented and discussed. A few simple case studies focusing on a small
reach of a glacier are first investigated. Next, the same equations are
used to solve for the steady state topography of the whole glacier pro-
file, and for different patterns of climate, as represented simply by ice
flux and rock uplift. Finally, while it is not the intent of this study to sim-
ulate actual glaciers or glacial topography in detail, we compare the pre-
dicted valley profiles and the profile of a typical fjord that reflects
prolonged and repeated glaciations over millions of years.

2. Glacier profile equations

We present the equations used to derive the steady-state long
profiles of actively eroding glaciers and their valleys, and we highlight
the similarities with the derivation of the classic concave-up profile of
mountain rivers as we proceed. To begin with, we consider the situa-
tion in which the rate of rock uplift, U(x), and the flux of ice per unit
width F(x) are prescribed as simple functions of position, x. This is
analogous to deriving fluvial long profiles, where the rate of rock uplift
and the water discharge are prescribed as functions of position down
the river. We note also that the derivation below could also be general-
ized to include feedbacks between glacial erosion, ice flux, and rock up-
lift following, for example, Roe et al. (2002) and Whipple and Meade
(2006).

We assume that the ice flow is described by the shallow-ice ap-
proximation in one-dimension (e.g., Hutter, 1983). This neglects
both longitudinal and lateral stresses, the consequences of which
will be discussed later. The depth-averaged velocity ū can be written
as

�u ¼ �ud þ us; ð1Þ

where the depth-averaged deformation velocity (ud) and sliding ve-
locity (us) are defined by

usj j ¼ f sH
n−1 dzs

dx

����
����n; ð2Þ

�udj j ¼ f dH
nþ1 dzs

dx

����
����n; ð3Þ

(Oerlemans, 1984; Tomkin and Roe, 2007) where fs and fd are the
sliding and deformation constants, respectively; H is the ice thick-
ness; and zs is the elevation of the glacier surface. Hereafter we
adopt the standard value of n=3 from Glen's flow law for ice
(Paterson, 1994). Assuming temperate ice, the deformation constant
is fd=7.26×10−5 (yr−1 m−3), and the sliding constant is fs=3.27
(m yr)−1 following Tomkin (2003) and Tomkin and Roe (2007).
Both fs and fd terms depend upon: g, gravitational acceleration
(9.8 m yr−2); ρi, the density of ice (910 kg m−3); and a sliding AS

or deformation factor AT, respectively. AS is taken to match empirical
and laboratory data (1.8×10−16 Pa−3 yr−1 m−2) (Bindschadler, 1983;
Budd et al., 1979). AT is an empirical flow factor that is dependent upon
temperature relative to the pressure melting point, as well as ice grain
size, fabric and impurity content. Following common practice for tem-
perate glaciers, we treat it as a constant (5×10−16 Pa−3 yr−1)
(Paterson, 1994) and this dictates the value for fd. Given our choices of
fs and fd, for most of the profiles shown, sliding and deformation are ap-
proximately equally important, though we also consider end-member
cases where either sliding or deformation is dominant.

The depth-averaged velocity can be related to the flux F by

F ¼ �uH: ð4Þ

Combining Eqs. (1)–(4) yields the flux in terms of only the slope,
thickness, and flow constants:

F ¼ H3 dzs
dx

����
����3 f dH

2 þ f s
� �

: ð5Þ

We now turn to the erosion rate ė. A standard assumption is that
the erosion rate scales with the sliding rate raised to the power l:

_e ¼ K usð Þl; ð6Þ

where l=1 is typically assumed, and K represents the bedrock erod-
ibility (e.g. Hallet, 1996; Harbor, 1992; Humphrey and Raymond,
1994). Other values of l can be explored, as is discussed at the end
of this section and in Section 3.2.2.

By introducing the topographic steady-state constraint that the
erosion rate equals the prescribed rock uplift rate, ė=U, and combin-
ing Eqs. (2) and (6), the rock uplift rate can be expressed as a function
of only the glacier thickness and ice surface slope:

U ¼ Kf sH
2 dzs
dx

����
����3: ð7Þ

By dividing Eq. (5) by Eq. (7), dzs/dx is eliminated, and the glacier
thickness can be expressed only in terms of the rock uplift rate and ice
flux:

FK
U

¼ f d
f s

H2 þ 1
� �

: ð8Þ

The limiting proportionalities of Eq. (8) can easily be explored, as-
suming the constants (K, fd, and fs) are spatially uniform. In the case
that sliding dominates the ice flow (fdH2bb fs), then H∝FU−1. In the
case that deformation dominates (fdH2bb fs), then H∝F1/3U−1/3. For
most of the examples given, the motion of the glacier is a mixture
of sliding and deformation, and the ice thickness lies somewhere be-
tween these two end members.

Having obtained H, dzs/dx can be found from Eq. (7) and integrated
from x0 to L to solve for the ice surface elevation zs using a reference
bed elevation z0=zb(x0):

zs xð Þ ¼ z0 þ H x0ð Þ þ Kf sð Þ13∫
L

x0

H2

U

 !1
3

dx′; ð9Þ

where x′ is a dummy variable of integration and the negative sign ac-
counts for the average negative surface slope as zs decreases with dis-
tance from the head of the glacier towards the toe. Once the ice
surface topography has been found, the full profile of bed topography,
zb(x), is simply zb(x)=zs(x)−H(x). Note that the thickness and surface
slope do not depend upon the choice of z0.

We consider two other existing formulations for glacial erosion
rate. The first is a representation of abrasion (Hallet, 1979; Iverson,
1995; MacGregor et al., 2009)

_e ¼ KA usð Þ2; ð10Þ
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where Ka is an erodibility constant with units of (yr m−1). Secondly
we consider the case that glacial erosion scales with the energy dissi-
pated at the bed, or in other words, the basal power

_e ¼ KPusτb; ð11Þ

(e.g., Pollard and Deconto, 2007) where Kp represents the erodibility
with units of Pa−1, and τb is the basal shear stress, which equals
ρigH dzs/dx.

3. Steady-state profiles

3.1. Illustrative cases

For the first case, we examine the effect of a step decrease in rock
uplift rate (Fig. 1a–c). This is an idealization of an active reverse fault
underneath a glacier, with differential rock uplift across the fault. We
consider a small, central portion of the glacier (L=5 km), for which
ice flux is uniform. The reduction in the rate of rock uplift, and by in-
ferred association the rates of erosion and sliding, drives a reduction
in surface slope and a thickening of the glacier (Fig. 1c). The twin con-
straints represented by Eqs. (5) and (7) must both be satisfied. Phys-
ically, Eq. (7) requires that the reduction in rock uplift rate must be
balanced by either a reduction in surface slope or thickness (which
reduces the sliding and thus the erosion), or some combination of
both. However the ice flux is stipulated as constant, and Eq. (5) pre-
cludes both dzs/dx and H reducing at the same time. Thus the reduc-
tion in dzs/dx must be large enough to reduce the sliding velocity
despite the effect of the thickening that must accompany it.

The second case examines the effect of a step increase in flux
(Fig. 1d–e). An increase in ice flux thickens the glacier and very slightly
shallows the slope. The same physical trade-offs described above apply
here: the increase in flux could be balanced by either an increase
of thickness or an increase in slope, however they are constrained to
co-vary in a way that maintains a constant erosion rate. The results are
similar to the step in the bed profile and reduction in slope that occurs
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Fig. 1. Simple cases with uniform and step-function properties. The erodibility term, K, is se
the reference surface elevation at x=5 km is set at 100 m. A–C show the effects of a step in
profile (light gray) and bed (dark gray). The value of the surface slope is also given for each s
flux, (E) uniform rock uplift, and (F) the resulting glacier (light gray) and bed (dark gray)
when the ice flux increases where a tributary glacier merges into an-
other glacier, as modeled numerically by MacGregor et al. (2000).

The magnitude of the changes in H and dzs/dx are governed by the
scaling relationships implied by Eqs. (5) and (7) for the standard ero-
sion rule (6). Table 1 presents the exponents in these scaling relation-
ships for the limits of deformation-dominated and sliding-dominated
glacier motion for not only this erosion rule but also for the abrasion
(Eq. (10)) and glacier power (Eq. (11)) laws. For the cases shown in
Fig. 1, deformation and sliding are equally important, and so the
changes in H and dzs/dx are intermediate between the limits given
in the table. In all cases, H scales with a positive exponent on F and
negative on U, while the reverse is true for dzs/dx. It is noteworthy
that the scaling exponents in Table 1 are rather insensitive to the
choice of erosion law. Among the different laws, the biggest differ-
ence is the exponent for U, which is twice as large for the abrasion
law as those for the other two erosion laws. This is a direct conse-
quence of the two-fold difference in the sliding velocity exponent in
the respective erosion laws.

3.2. Whole glacier profiles

We next present long profiles covering virtually the entire glacier
length. The very ends of the glacier must be treated separately. Phys-
ically, Eqs. (5) and (7) cannot govern the glacier's behavior through
the whole domain. Near the head and toe of the glacier, the thickness
must tend to zero. To maintain a non-zero erosion rate, Eq. (7) re-
quires that the slope becomes infinite, which is obviously unphysical,
not to mention incompatible with the shallow ice approximation.
Thus, this model does not address these end regions for any of the
erosion laws (Eqs. (6), (10), and (11)).

This situation is analogous to the fluvial long-profiles. Near the
drainage divide, discharge vanishes, and stream-power erosion laws
predict that the river slope becomes infinite. In nature, there is a tran-
sition down from the divide, from colluvial processes to fluvial pro-
cesses; for glaciers there is a parallel progression from periglacial
processes on steep headwalls and bedrock hillslopes to subglacial
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1c). The twin constraintsrepresented by Eqs. (5) and (7) must both be satisfied. Physically,Eq. (7) requires that the reduction in rock uplift rate must bebalanced by either a reduction in surface slope or thickness (whichreduces the sliding and thus the erosion), or some combination ofboth. However the ice flux is stipulated as constant, and Eq. (5) precludesboth dzs/dx and H reducing at the same time. Thus the reductionin dzs/dx must be large enough to reduce the sliding velocitydespite the effect of the thickening that must accompany it.



Table 1
The thickness and slope scalings for the three different erosion laws for sliding or deformation dominated glacial motion. In general, the contributions of sliding and deformation to
the motion of actual glaciers are comparable; hence realistic scalings are expected to be intermediate between these end member models.
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processes. In models of fluvial erosion, this upper boundary condition is
typically represented by a threshold in slope or discharge that is neces-
sary for the onset of fluvial processes (i.e. Howard et al., 1994; Sklar
and Dietrich, 1998). At the other end of the fluvial domain there is a
downstream transition from fluvial to alluvial or marine processes. In
the glacial case, there is a transition from glacial to fluvial processes as
the terminus of the glacier is approached.

In the profiles presented here, we choose a simple, slope threshold
criterion—we truncate the glacier profiles at locations where the sur-
face slope would exceed 45°. Though the choice of this critical slope is
quite arbitrary, it has very little effect on the glacier profiles, and af-
fects less that 2% of the domain. Other choices of boundary condition
might be made, but would have little impact on the glacier profiles—
the extent of the glacier is essentially determined by the specified glacier
mass flux, which reflects the strong constraints set by local climate and
the elevation of the glacier in question.

We present multiple glacier profiles. First, we use the standard ero-
sion rule (6). Next, profiles and scaling relationships are presented that
compare the other erosion rules (10 and 11). Finally, motivated by em-
pirical studies, two other instructive profiles are presented that make
use of the standard erosion rule (6): amore realisticmass balance profile,
and a localized zone of high rock uplift

3.2.1. Glacier profile applying the standard erosion rule
As before, we still prescribe the pattern of F and U. The length of

the glacier is set as L=50 km. F is specified as a quadratic function
equal to 0 at x=0 and x=L (Fig. 2a), representing a flux that results
from the integration over the glacier's length of a local mass balance
that decreases linearly from +5 m yr−1 at x=0 to −5 m yr−1 at
x=L. For simplicity a uniform U is specified in this initial case
(Fig. 2b). Fig. 2c shows the resulting glacier profile. Starting from
the head of the glacier, H increases downslope as the flux of ice in-
creases. To maintain a uniform erosion rate, dzs/dx must decrease
commensurately. Similarly towards the toe of the glacier, H must de-
crease as the glacier runs out of ice, and dzs/dx steepens sharply.

As seen in Fig. 2c, the elevation of the glacier ranges from ~1600 m
to 3800 m, giving an average slope of less than 5%. The average thick-
ness is approximately 250 m, which is also reasonable for a 50 km
glacier. These numbers are quite realistic, building confidence in the
premise that a single erosion law based on the physics of glacier
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Fig. 2. Simple glacier profile using a parabolic flux (consistent with a linear mass balance pro
and bed (dark gray). See Sections 2 and 3.2 for information about boundary conditions.
flow can apply over all but the very ends of a glacier and that a mean-
ingful erosional steady state can be examined.

3.2.2. Glacier profiles applying other erosion rules
Similar profiles can be calculated for the other erosion laws (i.e.,

Eqs. (10) and (11)). To compare the different erosion laws, the erod-
ibility constants (K, KA and KP) are set such that an erosion rate of
2 mm yr−1 occurs for 20 m yr−1 of sliding for the sliding-based ero-
sion laws and, for the glacier power rule, the same erosion rate occurs
for 20 m yr−1 and 105 Pa (i.e., 1 bar, being a commonly accepted rep-
resentative value for basal shear stress of valley glaciers (e.g.,
Paterson, 1994)). Setting the erodibility constants in this way has pre-
cedent from study of fluvial steady states (Whipple and Tucker,
1999). Fig. 3 presents the glacier profiles, with each profile's elevation
and length normalized from 0 to 1. In these particular cases, because
the rock-uplift rate (U) and the erodibility (K, KA and KP) are con-
stants, their values only affect the absolute values of the slope and
thickness. In general, when normalized in the way described, the
shapes of the profiles (i.e. thickness and slope) depend only on the
functional forms of the mass flux and rock uplift, and on the choice
of erosion law (Table 1).

Overall the profiles are remarkably similar. In fact, the profiles for the
standard and the abrasion erosion laws are identical. The reason is that
the scalings of H and dzs/dx with F are the same, as shown in Table 1.
The two laws scale differentlywithU; so if rock uplift variationswere in-
cluded, the profiles would differ. For the power law,H scales with a larg-
er power of F, and dzs/dx scaleswith amore negative power compared to
the sliding-based laws. The glacier power law thus produces a generally
thicker glacier with a slightly more overdeepened bed.

3.2.3. Glacier profiles motivated by empirical studies
Like the flux of water within a river, the flux of ice within a gla-

cier is influenced by the upstream catchment area. The hypsometry
of the glacier matters: for example, the accumulation zone of a gla-
cier is typically muchwider than the rest of the glacier, and themass
balance decreases more rapidly with elevation in the ablation area
than in the accumulation area. As a result, the ratio of the accumu-
lation area to that of the total glacier (the accumulation area ratio,
or AAR) typically ranges from 0.5 to 0.8 (Meier and Post, 1962;
Porter, 1977). Anderson et al. (2006), for example, modeled the
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profile of a glacier using an ice flux consistent with a high AAR. We
consider a similar flux-per-unit-width distribution. The maximum
flux is the same as that in Fig. 1a, but its location is skewed toward
the terminus of the glacier (Fig. 4a). Fig. 4b shows that, compared
to a symmetric flux profile, the resulting glacier profile is thicker to-
ward the toe, as expected given the higher flux there. This results in a
bed shape with more excavation towards the toe. Such excavation can
cause over-deepenings or basins, which are characteristic of glacier val-
ley profiles (Anderson et al., 2006; Hooke, 1991); they tend to fill with
sediments or water to form the wide, flat valley bottoms and lakes
that are topographic and landscape signatures of sustained glacial
erosion.

The second case study we consider is motivated by recent stud-
ies that suggest rapid glacial erosion in the tectonically active St.
Elias orogen in SE Alaska (Enkelmann et al., 2009; Spotila et al.,
2004). To explore how the subglacial topography and the glacier
surface reflect sustained local uplift, we impose a localized zone of
rapid rock uplift across the central portion of the glacier. The rock
uplift rate is doubled in the center and smoothly decreases to the
background over 1 km, representing antiformal uplift (Fig. 5a).
The ice flux in this example is uniform. Fig. 5b shows that the higher
rock uplift rate creates a transverse ridge in the bed topography, and
a thinner and steeper glacier reach above this ridge. The amplitude
of the response is governed by the scaling relationships in Table 1—
the glacier must thin by a factor between 0.5 (sliding-dominated)
and 0.8 (deformation-dominated) relative to the surrounding por-
tions of the glacier; this thinning is manifested in the ridge under
the glacier. The surface slope steepens by a factor between 1.5 and
2.0. Fig. 5 also shows the effects, governed by the same laws, of a
local decrease in the rock uplift rate, representing crudely an active
syncline or graben transverse to the glacier.
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3.3. Evaluation over fjord topography

Our steady-state glacier and glacial valley profiles encapsulate the
physical principles of orogenic scale glacial erosion, and provide a
clear understanding of the consequences of those principles for gla-
cier long profiles. The results also look reasonably similar to actual
profiles. However, can these steady-state profiles be compared with
real glaciers, and does that constitute a test of the theory? Glaciers
are highly transient features on the landscape, fluctuating in response
to variations in mass balance (e.g., Roe, 2011; Tomkin, 2009). Due to
the intermittent occupation of most glaciated landscapes by ice
through the Pleistocene (e.g., Raymo, 1994), valleys have been affect-
ed by more than just glacial processes (Ballantyne, 2002; Tomkin,
2009). Nonetheless, there are regions that have been glaciated for
geologically significant periods of time. Fjords are glacially carved
landforms where the bedrock topography can be constrained readily,
and so they offer a possible opportunity for comparisons. Fjords also
reflect the combined effects of individual tributaries merging and in-
creasing the ice flux (e.g., MacGregor et al., 2000), the variability in
fjord width and sidewall stress, and the variability in the lithology
or fracture characteristic of the bedrock that would affect its erodibil-
ity. Without attempting to address these small-scale features and
without claiming that any specific glacier is in topographic steady
state at any given time, we here make a first-order comparison of
our predicted profiles with the basal topography of one of the well-
known fjords of Norway, Sognefjord.

Sognefjord has a reasonably well-constrained history throughout
the Quaternary (Holtedahl, 1967; Nesje and Whillans, 1994). The
fjord has been influenced not only by one major trunk glacier but
also by many tributary glaciers. While discrete tributary glaciers can
in principle be incorporated into the steady-state model, their
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influence can be represented most simply by a smoothly increasing
flux that tapers quickly at the end to represent the calving that likely
occurred during the Quaternary glaciations. Only the magnitudes of
the ice flux and rock uplift are varied to produce the profile. The
flux profile in Fig. 6a starts where the fjord begins and not at the ice
divide, hence the flux is non-zero at x=0. Moreover, on the high ter-
rain near the ice divide, the glacier was likely frozen to the bed during
large glaciations, possibly with insignificant sliding and erosion. In
the fjord, the ice was sufficiently thick to assure temperate conditions
at the base, hence sliding likely occurred over much of the glacier's
history. To make the analysis as simple as possible, we assume that
the fjord was continuously occupied and eroded by temperate ice,
and we use the sliding erosion rule (6). The flux (Fig. 6a) is found
based on a choice of a depth-averaged velocity of 20 m yr−1; this ve-
locity is likely a conservative of glacier velocity averaged over colder
and warmer periods. As this has been a relatively tectonically stable
region, rock uplift is assumed to be spatially uniform. Using the
same erodibility (K) term as in previous examples U is tuned to
match an assumed thickness of 1400 m in the deepest portion of
the fjord, which is around half of the LGM maximum ice thickness
of about 3000 m (Holtedahl, 1967). This gives U=0.08 mm yr−1.
Fig. 6b shows the resulting glacier profile as well as the actual fjord
bathymetry. At the scale of the whole fjord, the profile reproduces
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the average basal slope. It also features a prominent overdeepening
at the end of the fjord domain that is similar in scale to the actual
fjord, although we note that the actual bedrock base of the fjord
(i.e., the depth to which erosion reached) is likely much deeper
than the base found from bathymetry due to sediment infilling as
the glacier retreated. It is interesting to note that this tendency to-
wards overdeepening occurs without any inclusion of physical pro-
cesses such as those related to subglacial hydrology or sediment
transport, which have been shown to act as limiting agents on smaller
glacier profiles (e.g., Alley et al., 2003), though these processes, too,
surely act in nature (Herman et al., 2011).

4. Discussion

We present idealized solutions for the steady-state longitudinal
profiles of glaciers in tectonically active regions. These solutions are
analogous to the classic theory for the steady-state longitudinal pro-
file of rivers, and conceptually it is equivalently simple. When suitable
boundary conditions are applied, we find that realistic glacier and val-
ley profiles can be generated for both tectonic and climatic steady
state. Reasonable agreement with the theory is also obtained for
one well-documented fjord profile. Nonetheless, it is important to
recognize that, like the equivalent fluvial theory, the analysis pre-
sented here involves considerable idealization of the real world.
Howmight these simplifications affect the analyses? This is discussed
in terms of the ice motion and erosional laws, and within the context
of transient analyses.

4.1. Ice motion and glacial erosion

We assume that the ice flow is governed by the shallow-ice ap-
proximation, which neglects the effects of the longitudinal stresses
relative to the shear stresses (Paterson, 1994; Raymond, 1980).
While perhaps justified for extensive ice caps, this approximation is
generally not valid where longitudinal and lateral stresses are signif-
icant. We do, however, show that the basic tendencies of the profiles,
as seen in Table 1, are seen in both deformation-dominated and
sliding-dominated ice flow. We can therefore be confident that
these tendencies will hold provided that the ice flux increases non-
linearly with thickness and down-valley slope, which is still the case
even where there are significant longitudinal, lateral (i.e., Pattyn,
2002) and sidewall stresses (i.e., Nye, 1965). For instance, incorporat-
ing longitudinal stresses would likely tend to only smooth the change
in bed elevation due to vertical displacement across a fault zone (i.e.,
Fig. 1). A full-stress, flowline model would be an ideal tool for explor-
ing these effects.

The glacier profiles are generated assuming that a single physical
process governs erosion along almost the entire glacier. This assump-
tion is common and is made in other numerical models of glacial
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erosion (e.g., Anderson et al., 2006; MacGregor, et al., 2000; Tomkin,
2003). We noted that the same rules for both ice flow and erosion
could not apply to the very ends of the glacier, as it would lead to an un-
realistic profile. Moreover, it is also likely that different erosional pro-
cesses dominate in various reaches of a glacier. For instance, as
meltwater accumulates downglacier due to melting and surface input,
subglacial rivers are expected to play an increasing role in eroding the
bed (Alley et al., 1997; Dürst Stucki et al., 2010), and in transporting
eroded material from beneath the glacier (e.g., Alley et al., 2003). Incor-
porating simple representations of these processes into our framework
is another fruitful area for further work.

We consider several different erosion laws, and find that expo-
nents in the scaling relationships (Table 1) differ by a factor of 2 at
most. This is similar to the narrow variation in the exponents govern-
ing the dependence of channel slope on discharge and rock uplift for
rivers (Gasparini and Brandon, 2011; Whipple, 2004). However, one
factor that could be highly variable is the bedrock erodibility, which
is in all of the erosion laws, i.e., K in Eq. (6), KA in Eq. (10), and KP

in Eq. (11). We've assumed the erodibility to be uniform, in common
with most models of fluvial erosion (though there are some notable
exceptions, e.g., Sklar and Dietrich, 2001). In fluvial field measure-
ments, bedrock erodibility can easily vary by an order of magnitude
among different settings (e.g., Whipple and Tucker, 1999). Moreover,
it has been suggested that orogen dynamics may be more sensitive to
the factors weakening the bedrock (e.g., the tectonic strain and frac-
ture that occur during extreme convergence (Koons et al., 2002;
Molnar et al., 2007)) than by the physical processes performing the
erosion. For glacial erosion, the erodibility is a function of a variety
of physical properties of the bedrock (e.g., fracture spacing, fracture
mechanical properties, lithology), and the glacier (basal hydrology,
clast content) (e.g., Dühnforth et al., Laitakari et al., 1985; 2010;
MacGregor et al., 2009). To the extent that it is meaningful to lump
these diverse properties into a single variable that is uniform spatial-
ly, the scaling dependence of glacier profile thickness and slope on
the erodibility can be calculated using the straightforward method
presented in this paper. We note that local variations in erodibility
would tend to introduce variability into the relationships we derived,
but they would not invalidate our general findings as long as they do
not vary in space systematically on the scale of the glacier or orogen
length.

Aside from the three erosion rules presented in Eqs. (6), (10), and
(11), another commonly invoked law states that the erosion rate is
proportional to the ice flux per unit width (Anderson et al., 2006;
Kessler et al., 2008). In models that did not incorporate tectonics,
Anderson et al. (2006) used this law to investigate glacier valleys,
and Kessler et al. (2008) used the law to investigate fjord formation
though an existing ridge. For this type of erosion law, a glacial-
tectonic steady state cannot be achieved, except in the specific (and
unlikely) case that the pattern of ice flux exactly matches the pattern
of rock uplift rate. A key feature represented by the present analysis is
that the shape of the glacier profile affects the pattern of erosion rate
in a way that somewhat differs from the pattern of flux.

4.2. Transient conditions

Finally, we have assumed steady-state conditions throughout these
analyses. In this regard, glacier profiles are arguably much more prob-
lematic than stream profiles. Glaciers are highly transient elements on
a landscape, responding sensitively to the waxing and waning of the
Pleistocene ice ages. For example, Roe and O'Neal (2009) have shown
that kilometer-scale fluctuations of glacier length can occur due to the
interannual variability that occurs even in a constant climate. On what
timescales can the glacier profiles presented here be regarded as effec-
tively permanent features of the landscape? The step-change in flux or
uplift, considered in Section 3.1 and Fig. 1, generated a step in bed eleva-
tion of a few tens of meters, and for the whole glacier (Section 3.2 and
Fig. 2), the glacier carves a bed topography that deviates from a uniform
slope by about 200 m or so. Dividing these differences in bed profiles by
uplift and erosion rates of around 2 mm yr−1, yields characteristic time-
scales of 10,000 to 100,000 yrs. The lower end of this time scale is well
within the known lengths of time that glaciers have persisted, and the
longer scale is similar to that of the late Pleistocene glacial cycles. Some
evidence exists to show that erosional steady state can exist over this
time scale: in an observational study, Herman et al. (2010) argue for
the Southern Alps are in steady state by comparing erosion rates from
glacial cycles to long-term rates.

Although the simulation of real glaciers is not the primary purpose
of this study, a reasonable match to the basal topography of Sognef-
jord is obtained. To what extent can the theoretical profiles here be
compared with actual glaciated landscapes? Physical evidence from
moraines and even historical images show that small valley glaciers
in the modern climate have clearly not been resident in their current
form long enough to be in equilibriumwith their bed topography. The
hypsometry of valleys that have undergone repeated glaciations have
been analyzed (Brocklehurst and Whipple, 2007; Egholm et al., 2009;
Mitchell and Montgomery, 2006) and may provide a basis for com-
parison of the bed topography, though care is needed to account for
post-glacial sediment deposition and/or subsequent fluvial modifica-
tion (Ballantyne, 2002). More extensively glaciated areas may be
more conducive to comparison if glacial cover has been sufficiently pro-
longed, though detailed information about bed conditions is typically
lacking in such areas. Thus, a comparison with real-world settings
stands as a formidable challenge that extends to any numerical model
of glacial erosion. Except in a few cases it has proven elusive to find
landscape metrics of fluvial erosion that unambiguously identify
changes in climatic or tectonic setting without relying on local
calibrations (Brocklehurst, 2010). Arguably the difficulties are greater
for glacial erosion.

The framework here can be easily extended to transient calcula-
tions in the case of non-tectonic steady state. For this case, the pre-
scribed climate will dictate the glacier flux and the bed will evolve
according to dzb/dt=U−ė, similar to profiles of rivers found by
Whipple and Tucker (1999), where dzb/dt is the time rate of change
of zb the bed elevation, U is the rock uplift, and ė is the erosion rate.
We expect to see equivalent analogs to transient stream profile be-
havior such as knickpoint propagation, and a damped response to cy-
cles in base-level drop (e.g., Snyder et al., 2003; Whipple, 2004).
Further investigations could be performed to better understand the
transition between glacial and fluvial at the toe of the glacier, espe-
cially when the glacier length is variable in time.

In models of orogenesis, a point of uncertainty is whether it is
tectonics or erosion that sets the pattern of rock uplift. Some models
of fluvial relief specify rock uplift patterns, as we have done here,
and the role of erosion is then to set the total height of the orogen
(e.g., Howard et al., 1994; Roe et al., 2002; Whipple et al., 2000). In
contrast, Stolar et al. (2007) showed that for the case of a fluvial
landscape sitting atop a critical-wedge orogen, high ridge-valley re-
lief in the interior of an orogen required high rates of rock uplift
there. In other words the characteristically dendritic and concave-
up nature of fluvial networks was a key player in setting the pattern
of rock uplift. We are unaware of any equivalent principle for how
(or whether) networks of glaciers might play a similar role. Howev-
er, in a similar manner to Stolar et al. (2007) and Tomkin and Roe
(2007), a critical wedge could be evaluated with the glacier model
to investigate the potential effects of glacial erosion on the pattern
of exhumation. In this case, incorporating the effects of climate var-
iability on glacial extent would be important for comparing glacio-
logical and orogenic time scales. On the larger scale, the rules
presented can be incorporated into a growing suite of simple and
flexible models of orogenesis (e.g., Roe and Brandon, 2011;
Whipple and Meade, 2006) that include fully-coupled feedbacks
between climate, erosion, and tectonics.
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5. Summary

The simple framework presented here encapsulates much of the
current thinking about the controls on glacial erosion at the scale of
an active orogen. To achieve topographic steady-state, the glacier
profile must satisfy specified tectonic and climatic conditions. Here
we've stipulated the tectonics through the spatial pattern of rock up-
lift rate, U, and the climate simply through a corresponding spatial
pattern of the flux of ice, F, within the glacier. Two equations govern
the profile behavior: 1) an equation for ice flux governed by the rhe-
ology of the ice and the shape of the glacier, and 2) an equation for
the erosion rate in terms of ice flow, for which we consider several
commonly-invoked representations. Both of these equations can be
expressed in terms of the thickness, H, and surface slope. Having to
satisfy these twin constraints allows for the end-member dependen-
cies of H and dzs/dx to be determined as functions only of F and U
(Table 1). Just as the simple fluvial theory provides a useful conceptu-
al framework for understanding the basic cause of concave-up river
profiles, this framework provides a useful basis for understanding
the consequences of glacial erosion laws for a glacier system consis-
tent with its tectonic and climatic setting.
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