Shallow structure of the Landers fault zone from explosion-generated trapped waves

Yong-Gang Li and Keiiti Aki
Department of Earth Sciences, University of Southern California, Los Angeles

John E. Vidale and Fei Xu
Department of Earth and Space Sciences, University of California, Los Angeles

Abstract. With fault-zone trapped waves generated by near-surface explosions within the fault zone of the 1992 Landers, California, earthquake and recorded by linear seismic arrays deployed along and across the fault, we have delineated the shallow seismic structure near the 30-km-long southern rupture on the Johnson Valley fault. The explosion-excited trapped waves with relatively large amplitude and long-duration wave train after the S waves are similar to those generated by aftershocks [Li et al., 1994a, b] but have lower frequencies and travel more slowly. Coda-normalized amplitude spectra of explosion-excited trapped waves show a maximum at ~2 Hz, which decreases rapidly with the station offset from the fault trace on the cross-fault profiles. Normalized amplitudes of trapped waves on the along-fault profile also decreased with distance between the explosion and station, giving an apparent Q of ~18 at 1–2 Hz in the fault zone for the shot near the profile. The dispersion of trapped waves from 0.6 to 2.5 Hz recorded on this along-fault profile implies a shear velocity of ~1.0 km/s for the fault zone and ~1.8 km/s for the wall rock, while the data from the farther shot show an increase in velocity and Q with depth. Measured group velocities and Q values were used as constraints in the numerical modeling of trapped waves on cross-fault and along-fault profiles. Results reveal that the shallow Johnson Valley fault is marked by a zone ~800 m wide where the shear velocity is 1 km/s and Q is 20. Calculation of finite difference synthetics for a depth-varying fault structure show that these model parameters apply to the depth of ~1 km, below which the fault zone shear velocity increases to 1.9 km/s and Q increases to 30.

1. Introduction

The fine structure of fault zones is of great interest because the factors that control the initiation, propagation, and termination of rupture are not well understood [Aki, 1979; Scholz, 1990; Kanamori, 1994]. Rupture models have been proposed that involve variations in fluid pressure over the earthquake cycle [Sibson, 1977; Blanpied et al., 1992]. Other studies predict that most earthquake energy is stored in areas with less developed fault zones [Mooney and Ginsburg, 1986] or with higher velocity rock outside the fault zone [Hobart-Phillips and Michael, 1993; Nicholson and Lees, 1992]. Observations suggest that fault zone complexity may segment fault zones [Lindh and Boore, 1974; Aki, 1984; Main et al., 1989, Beck and Christie, 1991, Li et al., 1994a] or control the timing of moment release in earthquakes [Campillo and Angelutia, 1992; Harris and Day, 1993; Li et al., 1994b; Wald and Heaton, 1994]. For all these models, knowledge of spatial and temporal variations in fault structure will help predict the behavior of future earthquakes, and such knowledge will help evaluate the models as well.

Structurally, major crustal faults are often marked by zones of lowered velocity with a width of a few hundred meters to a few kilometers [Thurber, 1983; Cormier and Spudich, 1984; Mooney and Ginsburg, 1986]. These low-velocity zones are thought to be caused by an unknown combination of fluid concentration near faults, clay-rich fault gouge, increased porosity, and dilatant cracks during the earthquake process [Nur, 1972; Sibson, 1977]. The strength of the low-velocity anomalies might vary over the earthquake cycle [Vidale et al., 1994; Marone et al., 1995; Massonnet et al., 1996; Li et al., 1998a]. The internal structure of major faults is not well understood but may hold the key to understanding how earthquakes come about [Mooney and Ginsburg, 1986; Scholz, 1990]. Evidence for internal structure of faults has come from inactive exhumed faults [Chester et al., 1993], surface expression of active faults [e.g., Sieh et al., 1993; Johnson et al., 1997], and seismic profiling and tomography [e.g., Aki and Lee, 1976; Louth et al., 1986; Lees and Malin, 1990; Michelini and McEvilly, 1991; Scou et al., 1994; Thurber et al., 1997].

Recently, the fine structure of faults at seismogenic depths has been investigated through fault-zone trapped waves. These waves can be excited by either earthquakes or explosions, as long as the sources are located within the fault zone. Since the trapped waves arise from coherent multiple reflections at the boundaries between the low-velocity fault zone and the high-velocity surrounding rock, their amplitudes and frequencies are strongly dependent on the fault geometry and physical properties [Li, 1988; Li and Lever, 1990; Lever et al., 1991b; Li and Vidale, 1996]. Thus observation and modeling of fault-
zone trapped waves can reveal the fine structure and continuity of the fault zone at depth. Fault-zone trapped waves recorded at active fault zones in California and Japan have been used to resolve the fault width of tens to a few hundreds of meters where the shear velocity is reduced by a factor of 25 to 50% and Q is reduced to 20-50 [e.g., Li et al., 1990; Leary et al., 1990; Leary et al., 1991a; Li et al., 1994a, b, Hough et al., 1994; Malin and Lou, 1995; Longmier and Malin, 1995; Tso and Kuwahara, 1995; Nishigami et al., 1995; Li et al., 1997a, b; Li et al., 1998b]. From the point view of fracture mechanics [e.g., Rice, 1980; Papangeiou and Atli, 1983; Cowie and Scholz, 1992], we interpret that the low-velocity, low-Q zone is a result of the dynamic rupture in major earthquakes that occurred on these active faults.

However, such analyses have been limited to velocity models that do not vary with depth. For example, we used 3- to 6-Hz trapped waves from aftershocks of the 1992 M 7.5 Landers, California, earthquake to delineate the fault. We found to a depth of 10 km that it was marked by a zone with an average width of 180 m, shear velocity of 2 km/s, and Q of 30-50 [Li et al., 1994a]. However, we expect that the increasing pressure with increasing depth will strongly affect the crack density, fluid pressure, and amount of fluids, as well as the rate of healing of damage caused by earthquakes. It may also influence the development of fault gouge [Scholz, 1980; Marone, 1996a, b]. Because of all these factors, a realistic fault zone is probably not uniform with depth.

This paper describes the shallow structure of the Landers fault using fault-zone trapped waves excited by explosions. The 1992 Landers, California, earthquake broke a fault plane that extended across more than 70 km of the Mojave Desert with a slip of several meters [Sieh et al., 1993; Cohee and Berecza, 1994]. The fault breaks the surface over much of its length. The proximity of the earthquake to Los Angeles allowed convenient access for geophysical experiments. These factors motivated us to undertake the most detailed seismic experiments to date in order to measure the internal structure and temporal variation of the Landers fault. We carried out three seismic experiments during 1994-1997 using near-surface explosions along the Johnson Valley fault (the southern Landers rupture segment). P, S, and fault-zone trapped waves were excited by explosions and recorded at linear seismic arrays deployed across and along the fault trace. Repeat surveys have revealed an increase in seismic velocity with time, indicating that the shallow Johnson Valley fault is still active after the 1992 earthquake, most likely owing to a closure of cracks that were opened by the mainshock [Li et al., 1998a]. The explosion-excited trapped waves are similar to those generated by Landers aftershocks [Li et al., 1994a, b] but have lower frequencies and travel more slowly, suggesting that the fault zone has lower velocities, has lower Q, and probably broadens as it approaches the surface. Similar observations have been obtained from trapped waves generated by microearthquakes and explosions in the San Andreas fault near Parkfield [Li et al., 1997a]. In the present paper, we use explosion-excited trapped waves at 1-2 Hz to document the fine structure of the Johnson Valley fault to a depth of a few kilometers. This is interesting in its own right but is most useful for stripping shallow effects to resolve internal fault zone structure deeper, in the seismogenic zone. A well-imaged fault zone structure is also helpful to localize and understand the fault healing on the shallow Johnson Valley fault.

2. Experiments

In the field experiments we detonated explosions in 30 m-deep shot holes drilled at sites SP2, SP3, SP4, and SP5 (Figure 1 and Table 1), using 500-1000 pounds of chemical emulsions in each hole. Sites SP3, SP4, and SP5 were located within the

Figure 1. Map of the study region showing locations of three seismic arrays on line 1, line 2, and line 3 (dashed lines) and four explosions (SP2, SP3, SP4, and SP5 (solid stars)) at the fault zone of the 1992 M 7.5 Landers, California, earthquake. Only the southern half of the Landers rupture lies within this map, and the dashed surface-fault slip profile is shown (inset) to the left of the map (adapted from Sieh et al. [1995]). JVF, Johnson Valley fault; Kf, Kickapoo fault; HVF, Homestead Valley fault; PMF, Pinto Mountain fault.

Landers fault zone at distances of 13 and 3 km north and 1.5 km south of the mainshock epicenter, respectively. Site SP2 was located 3 km west of the fault zone. The shot holes were drilled into the hard granite rock, uncased at SP2 and SP5 but cased at SP3 and SP4 because of a soft weathering layer at these two sites.

Two linear seismic arrays were deployed on line 1 and line 3 across the Johnson Valley fault (JVF) trace, while one array was deployed on line 2 along the fault trace (Figure 1). The cross-fault lines were about 3 km in length and centered at the fault trace. The location of station ST0 at the center of the cross-fault line is shown in Table 1. The array on line 1 was

Table 1. Locations of Explosion Sites and the Centres of Seismic Arrays at Landers

<table>
<thead>
<tr>
<th>Site</th>
<th>Latitude N</th>
<th>Longitude W</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP2</td>
<td>34°13'55.43&quot;</td>
<td>116°28'25.75&quot;</td>
</tr>
<tr>
<td>SP3</td>
<td>34°19'17.87&quot;</td>
<td>116°27'55.08&quot;</td>
</tr>
<tr>
<td>SP4</td>
<td>34°13'45.94&quot;</td>
<td>116°20'11.41&quot;</td>
</tr>
<tr>
<td>SP5</td>
<td>34°11'09.37&quot;</td>
<td>116°25'59.57&quot;</td>
</tr>
<tr>
<td>ST0 of lines 1, 2</td>
<td>34°16'49.21&quot;</td>
<td>116°26'31.84&quot;</td>
</tr>
<tr>
<td>ST0 of line 3</td>
<td>34°09'51.54&quot;</td>
<td>116°25'29.81&quot;</td>
</tr>
</tbody>
</table>
3. Results

Figure 2a shows seismograms recorded at the cross-fault array on line 1 for four explosions. Shots SP3, SP4, and SP5 were detonated within the fault zone at distances of about 5, 6, and 10 km from line 1, while SP2 was about 3 km west of the fault zone. Fault-zone trapped waves with relatively large amplitudes, low frequencies, and long wave durations following S waves were prominent at stations close to the fault trace for explosions detonated within the fault zone. However, trapped waves were not clear at stations farther than 150 m from the fault trace for the same shots. On the other hand, no trapped waves were recorded at any stations on line 1 for explosion SP2 because it was located too far away from the fault zone to excite trapped modes.

In order to analyze trapped waves quantitatively, we calculated the amplitude spectra of seismograms for a 6-s time window (1300 samples for Fourier transformation) starting from the S arrivals, using a Hanning window with a 60-ms taper. These spectra were normalized using code waves to eliminate site and source effects on the spectral amplitudes of trapped waves. This normalization also minimized problems that could arise if the instrument response was not accurately known.

The amplitude spectra of code waves were calculated in a time window with the same length starting at 30 s after the explosion time. Normalized amplitude spectra on line 1 for three shots detonated within the fault zone showed a maximum at 2 Hz at stations located close to the fault trace, which decreased rapidly with the distance from the fault trace (Figure 2b). However, no maximum peak at frequencies below 3 Hz was registered at all stations on line 1 for shot SP2, detonated 3 km west of the fault zone, while the amplitudes at frequencies > 3 Hz decreased obviously at stations located east of the fault zone.
and 2.5 Hz. The group velocities range from -1.7 km/s at 0.6 Hz to -1.0 km/s at 2 Hz for shots SP3 and SP4. However, the measured group velocities range from 2.5 km/s at 0.8 Hz to 1.7 km/s at 2 Hz for the farther shot SP5, suggesting an increase in velocities with depth because seismic waves from shot SP5 penetrate deeper in the fault zone than those from SP3 and SP4. These velocity values are used as constraints in our numerical modeling of trapped waves.

In order to evaluate the Q value of the fault zone, we calculated coda-normalized amplitude spectra of seismograms recorded on along-fault profiles. Figure 5a (right) illustrates normalized spectra of seismograms on line 2 for SP3, showing a peak at 5 Hz at the station 1.5 km from the shot but a peak at 2 Hz at the station 9.5 km from the shot. The amplitudes at frequencies higher than 3 Hz decay with distance much more rapidly than those at lower frequencies. We have interpreted that the amplitudes at frequencies lower than 3 Hz are mainly attributed to trapped waves, while the amplitudes at frequencies higher than 3 Hz are attributed to body waves. The geometrical spreading is proportional to distance $r$ for body waves but proportional to $1/r^2$ for trapped waves, the same as for surface waves [Aki and Richards, 1980]. Thus we explain that the
rapid decay of amplitudes at frequencies higher than 3 Hz is not only due to the greater attenuation of body waves at higher frequencies but also due to the greater geometrical spreading for body waves than trapped waves.

Figure 2 shows normalized amplitude spectra at 17 stations on line 2 for shot SP3 more clearly. The spectral amplitudes in six frequency bands centered at 1, 2, 3, 4, 5, and 6 Hz with a bandwidth of 0.1 Hz are plotted versus the distance between the stations and SP3. We fit the data using the formula

\[ \ln(A_i) = \ln(f_i) + \ln(\frac{r_i}{r_f}) \]

for the stations, where \( A_i \) is the normalized spectral amplitude at the station located at distance \( r_i \) from the shot. The amplitude \( A_i \) at frequency \( f = 1, 2, \) and 3 Hz is multiplied by a factor \( \frac{r_i}{r_f} \) to correct geometrical spreading for trapped waves while the amplitude at \( f = 4, 5, \) and 6 Hz is multiplied by \( \frac{r_i}{r_f} \) for body waves. \( r_f \) is taken on the base of velocities in Figure 2. We obtain the best fit to the data from shot SP3 using \( Q \) of 18-22 in the frequency range from 1 to 6 Hz. In the same way, we evaluated \( Q \) value from the decay of spectral amplitudes with distance for shot SP5, which was located farther from line 2 than SP3 (Figure 6a, right). We obtained the apparent \( Q \) of \( \approx 30 \) at \( \approx 7 \) Hz for SP5, suggesting that the \( Q \) value increases with depth. These estimates of fault zone \( Q \) values are also used as constraints in the numerical modeling of trapped waves discussed below.

4. Simulations of Fault-Zone Trapped Waves

We first estimate fault zone width, velocity, and \( Q \) by synthesis of waves of Love type, using a simple model of an
elastic layer with relatively low velocity and $Q$ sandwiched between two elastic half-spaces with relatively high velocity and $Q$. Next, we compute three-dimensional synthetics for more realistic geometry of the fault zone. In 2-D modeling we use the phase shift method (Li, 1988; Li and Leary, 1990) and the formulation for the Love wave part of the Green's function given by Aki and Richards (1980) to compute synthetic trapped modes for the first-order fit to observed trapped waves. The speed of 2-D approach allows inversion and sensitivity tests for various model parameters. We have previously used this method at the San Andreas fault near Parkfield and elsewhere (Li et al., 1990, 1994a, 1997a, 1998b).

Figure 5a. (left) Vertical component seismograms in the along-fault profile on line 2 for shot SP3. The north end of line 2 was 1.5 km south of SP3. Station spacing is ~500 m. Seismograms are plotted in trace-normalized profile. (middle) Low-pass filtered (< 2 Hz) seismograms. Trapped waves are dominant in the filtered data. The separation between the S waves and trapped waves increases with distance. (right) Coda-normalized amplitude spectra of seismograms. Spectral amplitudes are plotted using a logarithmic scale of $10^{0-4}$, showing a peak at 5 Hz at the station located 1.5 km from SP3 but a peak at 2 Hz at the station 9.5 km from the shot.
Figure 5b. (top) Band pass filtered vertical component seismograms on line 2 for shot SP3 in five frequency bands: 0.8-0.9, 1.1-1.2, 1.4-1.5, 1.7-1.8, and 2.0-2.1 Hz. Seismograms are plotted in a trace-normalized profile. Raw seismograms have been deconvoluted to remove the sensor response. The vertical short line on each trace denotes the 8 arrival. Trapped waves at lower frequencies traveled faster than those at higher frequencies. (bottom) Computed envelopes of band-pass filtered seismograms. The peak of envelope marked by a cross indicates the arrival of trapped energy at the specified frequency band.

To find model parameters that best fit the observed trapped waves, we tested various values for the parameters of the waveguide width, velocity and $Q$, and wall rock velocity, and $Q$ as well as the source and receiver locations. There are trade-offs among these model parameters when we use trapped waves to delineate the structure of a fault zone [e.g., Li and Leary, 1990; Leary et al., 1991a; Li and Vidale, 1996; Ben-Zion, 1998]. However, the trade-offs can be reduced when we have independent estimates of some parameters. For example, in our modeling of trapped waves recorded across the Nojima fault from Kobe aftershocks [Li et al., 1998b], we used the measurements of fault width and velocities in a borehole drilled through the shallow Nojima fault [Ito, 1996] as constraints. In the present study at Landers, locations of explosions and seismometers are known. We have measured group velocities and $Q$ values from the dispersion and attenuation of trapped waves along the fault zone. Using these measurements as constraints allowed us to fairly tightly determine the model parameters.

In the modeling procedure we varied model parameters in the ranges shown in Table 2. We obtained the best fit to observations on line 1 and line 2 for shot SP3 using model parameters: waveguide width 260 m, shear velocity 1.0 km/s, and $Q$ of 20; wall rock velocity 1.8 km/s and $Q$ of 35; the source and receivers located within the waveguide, with 80-m offset from the center of the waveguide. Figure 9 shows synthetic dispersion curves, spectral amplitudes, and waveforms of trapped waves using model parameters given above for comparison with the data recorded at the 17 stations on line 2 for shot SP3. The computed dispersion curve matches the measured group velocities quite well. Spectral amplitudes show that trapped waves are prominent at frequencies of 1-2 Hz. Synthetic trapped waves in a true amplitude profile show the decay of amplitudes with distance. We also plot a trace-normalized profile to show waveforms at remote stations more clearly. Trapped waves at lower frequencies travel faster than those at higher frequencies. The separation between the $S$ and trapped waves becomes larger with distance. To minimize high-frequency body waves, we filtered both the synthetic and recorded seismograms in a frequency range of 0.7-1.8 Hz. Synthetic waveforms are comparable with observations although the recorded seismograms show more complicated later coda. We then filtered synthetic trapped waves using multiple band-pass filters in five frequency bands: 0.8-0.9, 1.1-1.2, 1.4-1.5, 1.7-1.8, and 2.0-2.1 Hz. The dispersion of synthetic trapped waves agrees well with observations in Figure 5b, showing that our 2-D model explains the data.

We further generated synthetic trapped waves in the cross-fault profile (Figure 10) using the model parameters given above for comparison with seismograms recorded on line 1 for shot SP3. Normalized spectral amplitudes of both synthetic and observed seismograms show a maximum peak at 1-2 Hz at stations located within the fault zone, which decreases rapidly
with the increasing station offset from the fault. Observed spectral amplitudes at frequencies >3 Hz are larger than synthetic amplitudes because of the high-frequency $P$ and $S$ waves in the data. On the other hand, observed amplitudes at frequencies <1 Hz are smaller than synthetics, although we have moved the cutoff frequency of the sensor response to 0.6 Hz by deconvolution on recorded seismograms. To minimize effects of body waves and sensor response, both the synthetic and recorded seismograms have been band pass (0.7-1.8 Hz) filtered for a comparison. We obtain a good agreement between the observed and synthetic waveforms with the cross-correlation coefficient higher than 0.8, showing again that our modeling matches the data.

The examples given below show that the amplitude and dispersion of trapped waves are sensitive to the change of model parameters. Figure 11 illustrates synthetics in the along-fault and cross-fault profiles using different waveguide widths, velocities, $Q$ values, and source offsets from the model parameters used for the best fit to the data as shown in Figures 9 and 10. The narrower (150-m-wide) waveguide produces trapped waves at higher frequencies. The smaller velocity contrast between the waveguide ($V_s = 1.3$ km/s) and wall rock ($V_s = 1.8$ km/s) produces shorter wavetrains. The higher $Q$ (100) waveguide produces larger amplitudes of trapped waves at higher frequencies. When the source is located 250 m away from the waveguide, it generates only weak trapped waves at
frequencies < 1 Hz. In the trial-and-error modeling we found that when the wavelength varies by 20 m, or $S$ velocity varies by 0.2 km/s, or $Q$ value varies by 10, the changes in amplitude and dispersion of trapped waves noticeably degrade the fit to the data.

5. Three-Dimensional Finite Difference Simulations

However, the synthetic trapped waves in the two-dimensional (2-D) profiles may be somewhat different from three-dimensional (3-D) sections. To study the differences between 3-D modeling and 2-D modeling, we used more realistic 3-D finite difference simulations for comparison with the 2-D synthetics described above. We used the 3-D finite difference computer code [Graves, 1996]; it is second order in time and fourth order in space. It propagates the complete wavefield through elastic media with a free-surface boundary and spatially variable anelastic damping (an approximate $Q$). The source can be double couple or an explosion. The first-order elastodynamic equations of motion are solved using a staggered-grid finite difference algorithm. This numerical approach, with a memory optimization procedure, allows large-scale 3-D finite difference problems to be computed on a conventional, single-processor, desktop workstation.

Figure 12 shows 3-D simulations of seismograms in the along-fault profile on line 2 and the cross-fault profile on line 1 for shot SP3. The calculation uses a $200(x)$-by-$300(y)$-by-$200(z)$ element grid, where the $x$ and $y$ axes are perpendicular and parallel to the fault trace and the $z$ axis is in depth, to simulate a volume that includes the fault zone, explosion, and seismic array. The grid spacing is 25 m. The medium velocity is 3.3 km/s for $P$ waves and 1.8 km/s for $S$ waves, and $Q$ value is 35. A 250-m-wide uniform fault-zone waveguide is sandwiched between two quarter-spaces and placed along the middle of the grid, far enough from the edges of the model that side reflections do not appear in the seismograms. The $P$ and $S$ velocities within the fault zone are 1.8 and 1.0 km/s.

Figure 8. (a) Normalized amplitude spectra of seismograms recorded at 17 stations on line 2 for shot SP3. Each curve comes from three-component data. The amplitudes decay with the distance between the stations and shot. (b) Normalized spectral amplitudes at 1, 2, and 3 Hz versus distance $r$. Distances of 17 stations from SP3 increase from 1.5 km to 9.5 km with station spacing of 0.5 km. Amplitudes at specific frequencies are taken from Figure 8a. The lines fit amplitudes using $Q$ of 18 and are multiplied by a factor of $1/r$ for the correction of geometrical spreading for trapped waves. (c) Normalized spectral amplitudes at 4, 5, and 6 Hz versus distance $r$. The lines fit amplitudes using $Q$ of 22 and are multiplied by $1/r$ for the correction of geometrical spreading for body waves.
respectively. The value is 20 for the fault zone and 35 for the surrounding rock. A point source is embedded within the fault zone at a depth of 50 m and 50 m offset from the waveguide center. The source is located 5 km away from line 1 and 1.5 km away from the north end of line 2. Fault zone trapped waves with large amplitudes and dispersive waveforms appear at stations close to the fault zone in the across-fault profile. The along fault profile shows that the time delay of trapped waves increases with distance.

We plot the vertical component of 3-D synthetic seismograms in true-amplitude and trace-normalized profiles in Figure 13 for comparison with the 2-D synthetics (Figures 9d and 9e). We also filtered seismograms in five frequency bands: 0.8-0.9, 1.1-1.2, 1.4-1.5, 1.7-1.8, and 2.0-2.1 Hz for comparison with the 2-D synthetics (Figure 9g). We derived group velocities from multiple band-pass filtered 3-D synthetic seismograms for comparison with those derived from the 2-D synthetics and observations (Figure 14). We obtain a good agreement among the 2-D and 3-D synthetics and observations, showing our 2-D modeling approach is applicable.

However, the model parameters given in Figure 9a are appropriate for the shallow part of the Johnson Valley fault because seismic waves from SP3 can penetrate only a shallow depth owing to the limit to the distance between the shot and seismic array. In section 5 we showed the data from the farther shot SP5, which indicated an increase in velocities and value with depth.

To study a more realistic fault zone with the depth-variable structure, we tested how deep these model parameters in Figure 9a can be applied. Here we assumed a two-layer fault zone structure and computed seismograms using the 3-D finite difference code for the suite of models with the interface between the two layers at variable depths from 250 m to 2 km with a step of 250 m. Model parameters for the upper layer are the same as in Figure 9a. We adjusted the model parameters for the second layer in the range shown in Table 2. The measured group velocities and value from the along-fault profile for SP5 are used as constraints in modeling. We obtained the best fit of synthetics to observations using the model parameters for the second layer: The shear velocity is 1.9 km/s in the fault zone and 3.2 km/s outside the fault zone; value is 30 in the fault zone and 60 outside the fault zone; the fault zone width is 200 m; the interface between the two layers is at 1 km. For example, Figure 15a shows vertical component synthetic seismograms in the cross-fault profiles on line 1 for three shots (SP3, SP4, and SP5) using the model parameters for the best fit to the two-layer fault zone structure given in Table 2. The synthetic waveforms agree quite well with the recorded seismograms in the frequency range of 0.7-1.8 Hz (Figure 15b).

6. Conclusions

Our previous observations and modeling of 3- to 6-Hz faultzone trapped waves from Landers aftershocks have allowed us to evaluate the internal structure and continuity of the rupture zone at seismogenic depth [Li et al., 1994a, b]. However, the results described only the average physical properties of the Landers fault zone because we assumed a uniform fault structure in 2-D modeling.

In this paper, we showed fault-zone trapped waves generated by near-surface explosions detonated within the Landers fault zone and recorded at the dense seismic arrays deployed across and along the fault. We used these trapped waves to delineate the Landers fault with high resolution although these waves sampled the shallow part of the fault zone because of the relatively short distance between the shots and arrays. The explosion-excited trapped waves are similar to those generated by aftershocks but have lower frequency (~2 Hz) and travel more slowly, suggesting that the fault zone has lower velocities and lower value, and probably broadens as it approaches the surface. Similar but less robust observations were obtained in our previous study of the San Andreas fault near Parkfield using trapped waves from earthquakes and explosions [Li et al., 1997a].

We measured group velocities of explosion-excited trapped waves from multiple band-pass filtered seismograms in along-fault profiles at Landers. The measurements show dispersion of trapped waves clearly, ranging from ~1.7 km/s at 0.6 Hz to ~1.0 km/s at 2 Hz for shots at short distances to the seismic array. However, the group velocities measured for the farther shot range from 2.5 km/s at 0.8 Hz to 1.7 km/s at 2 Hz, suggesting an increase in velocity with depth because trapped waves from the farther shot penetrated the deeper in the fault zone.

We measured the value of the Landers fault zone from the decay of coda-normalized spectral amplitudes of trapped waves with distance along the fault. The fault zone value is ~18 for the shallow fault zone and increases with depth to ~30. The measured group velocities and values have used as constraints in our numerical modeling of trapped waves. They allowed us to fairly tightly determine the model parameters and reduce trade-offs among model parameters.

In the modeling procedure we first used a 2-D computer code for a uniform fault zone structure. The speed of 2-D approach allows sensitivity tests for various model parameters. We then computed synthetics using a 3-D finite difference code for more realistic geometry of the fault zone and explosion source at Landers. Computation of 3-D synthetics for a two-layer fault model confirms that our 2-D model explains the data correctly in the first-order sense. We obtained the best fit to the data
Figure 9. (a) The two-dimensional planar waveguide model of the shallow Johnson Valley fault. Model parameters shown are used to generate synthetic trapped waves best fit to observations on line 2 for SP3. (b) Computed dispersion curves for trapped waves using model parameters given in Figure 9a. Stars are measured group velocities. (c) Computed amplitude spectra at 17 stations on line 2. (d) Synthetic trapped waves in response to a unit source located within the fault zone. Waveforms are plotted using a fixed amplitude scale for all traces. (e) Synthetic trapped waves plotted in a trace-normalized profile. (f) Vertical component seismograms recorded on line 2 for shot SP3. Seismograms in Figures 9e and 9f are filtered in a frequency range of 0.7-1.8 Hz. (g) Band-pass filtered synthetic trapped waves on line 2 for SP3 in five frequency bands for comparison with observations shown in Figure 5h. Solid lines denote synthetic S arrivals.
Figure 10. (top) Two-dimensional synthetic seismograms using the model parameters given in Figure 9a and recorded seismograms in cross-fault profiles on line 1 for shot SP3. Seismograms are filtered in a frequency range of 0.7-1.8 Hz and plotted using a fixed amplitude scale for all traces. Station spacings for synthetics are the same as in the field. (middle) Amplitude spectra of synthetic and observed seismograms. (bottom) Synthetic trapped waves (dashed lines) are compared with observed seismograms (solid lines).
Figure 11. Synthetic dispersion curves, amplitude spectra, and waveforms of trapped waves in along-fault profiles on line 2 and cross-fault profiles on line 1 for shot SP3 using different waveguide width, velocity, Q value, and source offset from model parameters given in Figure 9a. The receiver spacing on line 2 is 500 m. Locations of receivers on line 1 are the same as in the field.
Figure 12. Three-dimensional finite-difference synthetic seismograms in the along-fault profile on line 2 and in the cross-fault profile on line 1 for explosion SPS using a model with a uniform waveguide. Model parameters are described in the text. Seismograms on line 2 are plotted in a trace-normalized profile with the station spacing of 500 m. Seismograms on line 1 are plotted in true amplitude with the station spacing of 25 m. The waveguide is placed in the middle of the cross-fault profile.
Figure 13. (a) Vertical component 3-D synthetic seismograms on line 2 for SP3 plotted in true-amplitude and trace-normalized profiles for comparison with 2-D synthetics shown in Figure 9d and 9e. Seismograms in the trace-normalized profile have been filtered in a frequency range of 0.7-1.8 Hz. (b) Multiple band-pass filtered 3-D synthetic seismograms for comparison with 2-D synthetics shown in Figure 9g.
Figure 14. Group velocities derived from observations (stars) on line 2 for shot SP3, 3-D synthetics (circles), and 2-D synthetic dispersion curves (lines). Both 2-D and 3-D synthetics are computed using a uniform waveguide.

When we used model parameters shown in Table 2: the fault zone width is 230 m, shear velocity is 1.9 km/s and Q is 20 applied to the depth of -1 km; the fault zone shear velocity increases to 1.9 km/s and Q increases to 30 below this depth.

However, the model parameters obtained from explosion-excited trapped waves are appropriate only for the shallow structure of the Johnson Valley fault because of the limit to the distance between the explosions and seismic arrays. Recently, we evaluated the depth-dependent fault zone structure using trapped waves from Landers aftershocks occurring at different depths between 1.8 and 8.2 km plus the results from near-surface explosion-excited trapped waves in a systematic model parameter-searching procedure using a 3-D finite difference computer code. Results reveal that the Landers fault zone is 250 m wide at the surface, tapering to 100-150 m at 8.2 km depth. The shear-velocity within the fault zone increases from 1.6 km/s to 2.5 km/s and Q increases from 20 to 60 in this depth range. The depth-variable structure of the Landers fault zone resulting from aftershock data are described in a separate paper.

In the present paper, we have described a delineation of the shallow Landers fault with high-resolution using explosion-excited trapped waves. Results from this study help us understand the developments of the fault trace at the surface but are also necessary for stripping off shallow effects to resolve internal fault zone structure deeper in the seismogenic zone.
Figure 15. (a) Vertical component 3-D synthetic seismograms in cross-fault files on line 1 for shots SP3, SP4, and SP5 using a two-layer model with the model parameter given in Table 2. The station spacing is 25 m. Seismograms are plotted using a fixed amplitude scale for all traces. (b) A comparison of 3-D synthetics (dotted lines) with observations (solid lines) in cross-fault files on line 1 for shots SP3, SP4, and SP5. Both synthetic and recorded seismograms have been filtered in a frequency range of 0.7-1.8 Hz. Station spacings for synthetics are the same as in the field.
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